Numerical 2DV coupled frequency perturbation
model

package for iFlow

Yoeri Dijkstra



Copyright © 2017. Y.M. Dijkstra

When using iFlow, please cite Dijkstra, Y. M., Brouwer, R. L., Schutftelaars, H. M., and
Schramkowski, G. P (Manuscript submitted to Geoscientific Model Development). The
iFlow Modelling Framework v2.4. A modular idealised process-based model for flow and
tfransport in estuaries.

Additionally you may refer to this manual as Dijkstra, Y. M. (2017). iFlow modelling frame-
work. User manual & technical description.

Note the license obligations that come with iFlow.



1.1
1.2
1.3
14

4.1
4.2

5.1
5.2
5.3
54

Modules Reference .. ... ... .. ... ... ... 5
(=Y 3 1= o | 6
Hydrodynamics . ........ .. i i i ettt e et 7
Sediment .. ... . e e e e e e 11
SAlNIY ..t e 13
Intfroduction: approachanddomain .. ......................... 15
Crids . . .. 17

Leading-order and first-order hydrodynamics

Equations and perturbation approach .. ... ... ... ... 23
SCAlNG . ..ot e e e 24
Ordering & overview oftheequations . . . ............ ... ... ... ... 27
Harmonic analysis . ........... .. ... ... ... ... .. ... ... 31
lllustration of the derivation .. .............. ... ... ... . . . 32
Leading-orderequations . . . ... ... ... . 35
First-orderequations . .............cci it ittt tieen s 39
Generalisation . .......... ... e e e 40



6.1
6.2

7.1
7.2

A.l
A2

9.1
9.2
9.3
9.4
9.5

10.1
10.2
10.3

Numerical implementation

Implementation of the generalised momentum equation ................
Implementation of the generalised depth-averaged continuity equation . . . .

Higher order model
Derivationoftheequations ... ....... ... ... ... . . . . i i
Computation of required derivatives . . .. ........ ... ... ... . ..

Reference level

Accuracy of near-boundary derivatives

Finite differencemethod . . ... ... ... . . . i e
Spectralmethods . . ........ ... .. e e

Sediment dynamics

Sediment dynamics

EQUAtioN . . ... e e e e
Scalingand ordering .. .......ciiii it e e e
Abstract solution . ... ... ... . . e e e
Harmonic analysis and vectornotation ..............................
Numerical solutionmethod .. ....... ... ... .. . . . i,

Bed exchange

Derivationoftheequation . ... ... ... ... .. . . . e
Scalingandordering .. ........coiiiii i e
Solutionmethod . . ........ ... e



This chapter provides a short overview of all modules in the package numerical120v and the
required input and expected output. The modules have been ordered into sections for
the purpose of providing structure to this chapter.

Explanation of terms and colours

Behind the input variables we will mention several data types. While some data types may
be obvious, some others are explained in the table below:

Space-separated num- real numbers separated by one or more spaces. Do not use
bers comma’s or other markers to separate the numbers.

Grid-conform array n- anumpy array with n (i.e. some number) or fewer (1) dimensions.
dimensional More dimensions than # is not allowed. All axes should be grid
conform. That means that the length of a dimension should either
be 1 or equal to the size of the corresponding grid axis. If n is larger
than the grid size, the length of this axis is free. Note that a single

number counts as a grid-conform array.

General n-dimensional  either a grid-conform array or a numerical or analytical function.
In both cases they may » (i.e. some number) or fewer dimensions.

iFlow grid a grid variable with underlying subvariables as described in the
manual (Dijkstra, 2017)

The cells with input variables have been colour-coded to indicate whether the variable is
likely to be given in the input file, computed by another module or given in the configuro-
tion file. By the very nature of iFlow this is only indicative and depends on the modules used.
As an example, almost any variable given in the input file may be used as a variable in a
sensitivity analysis. It then becomes an input parameter of the sensitivity analysis module in
the input file. The sensitivity analysis module delivers it to the module that uses this variable.



6 Chapter 1. Modules Reference
Likely a parameter in the input file
Either in the input file or from another module
Likely a parameter computed by another module
Likely a constant in the configuration file src.config
1.1 General

1.1.1 RegularGrid

Module for generating a standard computation and output grid with an along-channel (x),
vertical (z) and frequency (f) dimension. See the iFlow manual (Dijkstra, 2017) for general
information on grids. See Chapter 3 in this manual for specific information on the grids

generated here.

Type Normal
Submodules None
Input L Number. Length of the system in the x-direction.

B General 1-dimensional. Width of the system.

H General 1-dimensional. Depth of the system between the refer-
ence level (i.e. water level at the mouth, typically mean sea level)
and the bed.

xgrid, zgrid, Space-separated values. Specification for the axes of the stan-

fgrid dard computation grid. Options:

1) ’equidistant’noCells. Equidistant axis with number of cells equal
to noCells. Note that the number of nodes is noCells+1.

2) ’logarithmic’noCells, gamma. Distribution as (e™ —1)/(e"—1),
with X an equidistant axis with noCells cells and steepness fac-
tor y.

3) ’1list’ [values]. Directly prescribe all grid nodes in a list with
values. May be dimensionless between 0 and 1 or dimensional
(end points need to be in the list).

4) > integer’maxIndex. AXiS with integer steps, practical for discrete
dimensions. This axis type does not have a dimensionless axis
between 0 and 1. The argument maxindex indicates the maximum
index of this axis (inclusive). The axis will thus have maxindex+1
elements.

5) *file’ filepath. Reads grid points from an ASCII file. The file
path incl. extension should be given as argument. The file should
contain asingle column of values between 0 and 1, corresponding
to the grid nodes.

xoutputgrid, Space-separated values. Specification for the axes of the output

zoutputgrid, Qrid, see above for options.

foutputgrid

Output grid iFlow grid. Standard computation grid
outputgrid iFlow grid. Standard output grid.

1.1.2 HigherOrderlterator

Auxiliary iterative module. Starts the iteration for higher-order computations (i.e. second
or higher order). The higher-order modules in this package compute one order in every
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iteration. The second order thus does not require this iteration, but, for computations higher
than second-order, this iterator ensures that such an iteration is started.

Type [terative
Submodules None
Inputinit maxOrder Integer. Maximum order to be computed (inclusive).
variables Space-separated strings . Variables to compute higher-order
of. Variable names should be given here without the integer
marking the order at the end of their name.
@{variables} Data type depends on variables entered. First-order quanti-
+{1,2} fies of the variable names entered above.
Input @{variables} Data type depends on variables entered. Higher-order
+{2,0{max0rder}+1} Quantities of the variable names entered above. This input
requirement is purely technical and help iFlow to determine
the extent of the iteration loop.
Output order Integer. Current order of computation.
maxOrder Integer. Copy of the input variable max0rder tO this module.

1.2 Hydrodynamics

1.2.1 HydroLead
Leading-order hydrodynamics using a numerical perturbation model. See Part | of this
manual.
Type Normal
Submodules | tide externally forced tidal flow. Forced by input parameters a0 and
phase0
river externally forced river flow. Forced by input parameter qo.
Input BottomBC string. Bottom boundary condition type. Allows for values
’PartialSlip’ Of ’NoSlip’
Av General 3-dimensional. Vertical eddy viscosity in m?/s.
roughness General 3-dimensional. Second dimension is length 1. Roughness
coefficient sy (if BottomBC=="PartialSlip’) Of zg (if BottomBC=="NoS1ip’).
May vary x and fime, but not in z. Therefore the second dimension
needs o have length 1.
grid iFlow grid.
OMEGA Number. Angular frequency of the lowest-frequency component
in rad/s
G Number. Acceleration of gravity in m?/s
Input  sub- | a0 Only tide
modules

phaseO

space-separated numbers. Water level amplitude at the seaward
boundary in metres. The first value corresponds to subtidal (should
equal 0). The second value corresponds to the frequency with
angular frequency o (standard M, tide). The third value corre-
sponds angular frequency 2w (standard My) etc. The number of
values should be smaller than or equal to the maximum resolved
frequency (i.e. fmax+1 in the grid).

Only tide
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space-separated numbers. Water level phase at the seaward
boundary in degrees. Similar to ao. First element should equal 0.

Q0 Only river
number. Leading-order river discharge at the landward boundary
in m3/s.

Output zetal Numerical function 3-dimensional. . Second dimension is length 1.
Leading-order water level elevation in metres. Saved as numerical
function with its x-derivative.

u0 Numerical function 3-dimensional. Horizontal flow velocity, saved
as numerical function with its z-derivative.
0] Array 3-dimensional. Vertical flow velocity.

1.2.2 HydroFirst

First-order hydrodynamics using a numerical perturbation model. See Part | of this manual.

Type Normal
Submodules | tide externally forced tidal flow. Forced by input parameters a1 and
phasel.
river externally forced river flow. Forced by input parameter qi.
adv infernally generated flow by momentum advection.
nostress intfernally generated flow through velocity-depth-asymmetry; in-
teractions between the velocity gradient (i.e. the shape of the
velocity profile) and the water level.
stokes internally generated tidal return flow that compensates for the net
mass fransport in the leading order.
baroc flow induced by a horizontal density gradient.
mixing flow induced by first-order eddy viscosity contributions.
Input BottomBC string. Bottom boundary condition type, see module HydroLead.
Av General 3-dimensional. Vertical eddy viscosity in m2/s, see module
HydrolLead.
roughness General 3-dimensional. Second dimension is length 1. Roughness
coefficient s, see module HydroLead.
grid iFlow grid.
OMEGA Number. Angular frequency of the lowest-frequency component
in rad/s
G Number. Acceleration of gravity in m?/s
BETA Number. Conversion parameter for salinity in p = po(1+ Bs)
Input  sub-| a1 Only tide
modules
space-separated numbers. Water level amplitude at the seaward
boundary in metres, see module HydrolLead.
phasel Only tide

space-separated numbers. Water level phase at the seaward
boundary in degrees, see module HydrolLead.
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Q1 Oonly river
number. First-order river discharge at the landward boundary in
m3/s.

u0 Only stokes, nostress, adv, mixing
General 3-dimensional Leading-order horizontal flow velocity
(m/s).

zetal Only stokes, nostress

General 3-dimensional Leading-order water level elevation (m).
Second dimension should be length 1.

w0 Oonly adv
General 3-dimensional Leading-order vertical flow velocity (m/s).
s0 Only baroc
General 3-dimensional Leading-order salinity (psu).
Output zetal Numerical function 3-dimensional. . Second dimension is length 1.

Leading-order water level elevation in metres. Saved as numerical
function with its x-derivative.

ul Numerical function 3-dimensional. Horizontal flow velocity, saved
as numerical function with its z-derivative.

wi Array 3-dimensional. Vertical flow velocity.

1.2.3 HydroHigher

Higher-order hydrodynamics using a numerical perturbation model. See Chapter 7 of this
manual.
Use in combination with the module HigherOrderlteration.

Type Normall
Submodules | adv internally generated flow by momentum advection.
nostress internally generated flow through velocity-depth-

asymmetry; interactions between the velocity gradient (i.e.
the shape of the velocity profile) and the water level.

stokes infernally generated tidal return flow that compensates for
the net mass tfransport in the lower orders.

baroc flow induced by a horizontal density gradient.

mixing flow induced by higher-order eddy viscosity contributions.

densitydrift flow induced by the interaction between the horizontal
density gradient and moving surface level.

Input maxContributions Integer. Maximum number of separate contributions saved

per submodule.

max0rder Integer. Maximum order to be computed (inclusive). Is
outfput of the module HigherOrderlteration.

BottomBC string. Bottom boundary condition type, see module Hy-
drolLead.

Av General 3-dimensional. Leading-order vertical eddy viscos-

ity in m?/s, see module HydroLead.
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roughness General 3-dimensional. Second dimension is length 1.
Roughness coefficient s, see module HydroLead.
grid iFlow grid.
OMEGA Number. Angular frequency of the lowest-frequency com-
ponent in rad/s
G Number. Acceleration of gravity in m?/s
BETA Number. Conversion parameter for salinity in p = po(1+ Bs)
InpuT sub- u0, ul Only stokes, nostress, adv, mixing, densitydrift
modules
General 3-dimensional Leading- and first-order horizontal
flow velocity (m/s).
zetal ()rﬂy stokes, nostress, mixing, densitydrift
General 3-dimensional Leadingand first-order water level
elevation (m). Second dimension should be length 1.
w0, wi Only adv
General 3-dimensional Leading- and first-order vertical flow
velocity (m/s).
Av+{2,@{max0rder}+1} Only mixing
General 3-dimensional Higher-order vertical eddy viscosity
(m?/s).
s+{1,0{max0rder}} Only varoc
General 3-dimensional Salinity (psu).
s+{0,0{max0rder}-1} Only densitydrift
General 3-dimensional Salinity (psu).
Output zeta+{2,@{max0rder}+1}¥Numerical function 3-dimensional. . Second dimension is

ut{2,0@{max0rder}+1}
w+{2,0{max0rder}+1}

surfder

surfstress

length 1. Water level elevation in metres. Saved as numeri-
cal function with its x-derivative.

Array 3-dimensional. Horizontal flow velocity.
Array 3-dimensional. Vertical flow velocity.

Array 5-dimensional. Vertical derivatives of u at the surface
(in 1/8), Mainly for infernal use, but given as output for anal-
ysis purposes. The array is structured as (x, z dength 1), f,
order of u, order of derivative).

Array 5-dimensional. Vertical shear divergence (in m/s*) at
the surface, Mainly for internal use, but given as output for
analysis purposes. The array is structured as (x, z (length 1),
f., order of u, order of derivative).

1.2.4 Referencelevel

Estimation of the river-induced subtidal water level set-up. This is used to set a reference
level R and is used together with H to form the reference depth. This is especially useful if
H is partially negative or small. See also Chapter 8 of this manual.

Type

[terative

Submodules

None
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Inputlnit Qo, Q1 Number. Leading- and first-order river discharges (in m3/s). If one
is used, the other can be omitted. If both are set, only Q0 will be
used.

H General 1-dimensional. Depth in metres (see RegularGrid).

Input BottomBC string. Bottom boundary condition type, see module HydroLead.

Av General 3-dimensional. Leading-order vertical eddy viscosity in
m?2/s, see module HydrolLead.

roughness General 3-dimensional. Second dimension is length 1. Roughness
coefficient s, see module HydroLead.

B General 1-dimensional. Width of the system.

grid iFlow grid.

G Number. Acceleration of gravity in m?/s

Output R Array 1-dimensional. Reference level (in metres), which is the
estimated river-induced set-up of the zero-reference level (i.e.
water level at the open boundary). the reference level is always
zero at x = 0.

1.3 Sediment

1.3.1 SedDynamiclLead

Leading-order sediment model, see Chapter 9.

Type Normal
Submodules | erosion Resuspension of sediment by the flow.
Input ws General 3-dimensional. Leading-order fall velocity (in m/s).
u0 General 3-dimensional. Leading-order horizontal velocity (in m/s).
Av General 3-dimensional. Leading-order vertical eddy viscosity (in
m?2/s).
grid iFlow grid.
sigma_rho General 2-dimensional. Prandtl-Schmidt number to convert the
vertical eddy viscosity to a vertical eddy diffusivity as K, = (;‘:,g”.
G Number. Acceleration of gravity (in m/s?).
OMEGA Number. Angular frequency of the slowest considered tidal fre-
quency (standard M,).
RHOO Number. Reference density of water (in kg/m?).
DS Number. Typical sediment diameter (in m).
Output hatcO, a Array 3-dimensional. Leading-order sediment concentration, di-

vided by the availability a (in kg/m?3). NB. this output variable
consists of a main index hatco and sub-index a.

1.3.2 SedDynamickFirst

First-order sediment model, see Chapter 9.
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Type Normal
Submodules | erosion Resuspension of sediment by the flow.
sedadv Horizontal advection of sediment.
noflux Correction to the sediment concentration due to variations of the
water level.
fallvel Effects of first-order changes to the fall velocity.
mixing Effects of first-order changes to the eddy diffusivity.
Input Same as SedDynamiclLead
hatcO, a Only for submodules sedadv, noflux, fallvel, mixing
Leading-order sediment concentration, divided by the availability
a (in kg/m?3).
w0 Only for submodules sedadv
Leading-order vertical velocity (in m/s).
wsl Only for submodules fallvel
First-order fall velocity (in m/s).
Avi Only for submodules mixing
First-order eddy viscosity (in m?/s).
ul Only for submodules erosion
First-order horizontal velocity (in m/s).
zetal Only for submodules noflux
Leading-order water level elevation (in m).
Output hatcl, a Array 3-dimensional. First-order sediment concentration in two
hatcl, ax parts. One part divided by the availability a, the other part divided

by a, (in kg/m?). The concentration is retrieved as ¢! = éla+ ¢} ax.
NB. this output variable consists of a main index hatct and sub-
indices a and ax.

1.3.3 SedDynamicSecond

Second-order sediment model, see Chapter 9.

Type Normal
Submodules | erosion Resuspension of sediment by the flow.
Input Same as SedDynamiclead, except for uo
ul General 3-dimensional. First-order horizontal velocity (in m/s).
Output hatc2, a Array 3-dimensional. Second-order sediment concentration by

river-induced resuspension, divided by the availability a (in kg/m?3).
NB. this output variable consists of a main index hatc2 and sub-
index a.

1.3.4 StaticAvailability
Model for the water-bed exchange of sediment, resulting in the sediment availability, see

Chapter 10.

Type

Normal
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Submodules None
Input Kh General 1-dimensional. Horizontal eddy diffusivity.
sedbc String. Type of boundary condition. Currently allows for astar and
csea (see below).
@sedbc Number. If sedbc equals astar, use the domain-average availability
a* as input (dimensionless). Else use the depth-averaged subtidal
concentration csea af the open boundary (in kg/m?3).
B General 1-dimensional. Width (in m).
zetal General 3-dimensional. Leading-order water elevation (in m/s).
u0 General 3-dimensional. Leading-order horizontal velocity (in m/s).
ul General 3-dimensional, First-order horizontal velocity (in m/s).
hatc0, a, General 3-dimensional. Scaled sediment concentrations, see out-
hatcl, a, put of SedDynamiclLead, SedDynamicFirst, SedDynamicSecond.
hatcl, ax,
hatc2, a
grid iFlow grid.
Output a Array 1-dimensional. Sediment availability (dimensionless).
c0 Array 3-dimensional. Leading-order sediment concentration (in
kg/m?3).
cl Array 3-dimensional. First-order sediment concentration (in kg/m?3).
c2 Array 3-dimensional. Second-order sediment concentration due
to rivder-induced resuspension (in kg/m?3).
1.4 Salinity

1.4.1 SalinityLead

Prognostic (resolving) salinity model numerical perturbation model for the leading-order
salinity. The model assumptions lead to a fully well mixed salinity field to leading-order. For
more explanation of the model we refer to McCarthy (1993); Wei et al. (2016).

Type Normal
Submodules None
Input ssea Number. Salinity (in psu) at the seaward boundary x = 0.
Q1 Number. First-order river discharge at the landward boundary (in
m3/s).
Kh General 1-dimensional. Horizontal eddy diffusivity (in m?/s).
H General 1-dimensional. Depth (in m), see also RegularGrid.
B General 1-dimensional. Width (in m), see also RegularGrid.
u0 General 3-dimensional. Leading-order horizontal velocity (in m/s).
grid iFlow grid.
Output s0 Numerical function 3-dimensional. Leading-order salinity, saved

together with its x-derivative. Uniform in vertical (i.e. length 1 in
z-direction).



Chapter 1. Modules Reference

slvar

Numerical function 3-dimensional. Incomplete first-order salinity,
saved together with its z-derivative. This quantity still needs to be
closed by a higher-order balance.

1.4.2 SalinityFirst

Prognostic (resolving) salinity model numerical perturbation model for the leading-order
salinity. For more explanation of the model we refer to McCarthy (1993); Wei et al. (2016).

Type Normal
Submodules None
Input ssea Number. Salinity (in psu) at the seaward boundary x = 0.
Q1 Number. First-order river discharge at the landward boundary (in
m3/s).
Kh General 1-dimensional. Horizontal eddy diffusivity (in m?/s).
H General 1-dimensional. Depth (in m), see also RegularGrid.
B General 1-dimensional. Width (in m), see also RegularGrid.
u0 General 3-dimensional. Leading-order horizontal velocity (in m/s).
ul General 3-dimensional. First-order horizontal velocity (in m/s).
s0 General 3-dimensional. Leading-order salinity.
sivar General 3-dimensional. Incomplete first-order salinity, sfill fo be
closed.
grid iFlow grid.
Output s1 Numerical function 3-dimensional. First-order salinity, saved to-
gether with its x-derivative.
s2var Numerical function 3-dimensional. Incomplete second-order salin-

ity, saved together with its z-derivative. This quantity sfill needs to
be closed by a higher-order balance.




Insight into the hydrodynamical mechanisms that govern the flow in estuaries is essential to
learn more about the processes that govern the transport of sediment transport, oxygen or
nutrients. This manual presents a detailed derivation and description of a two-dimensional
idealised numerical package for iFlow that aims at this. This manual contains one separate
chapter on the grid generating module and then four parts discussing:

1. Hydrodynamics

2. Turbulence models

3. Salinity

4. Sediment dynamics

Every part of this manual will contain one or more chapters discussing the model equations,
their derivation or solution method. The final chapter in each part contains a detailed
description on the use of the provided iFlow modules.

The model is based on the perturbation approach, earlier adopted by e.g. lanniello (1977,
1979); Chernetsky et al. (2010); Ensing et al. (fion) for hydrodynamics, McCarthy (1993);
Wei et al. (2016) for salinity and Chernetsky et al. (2010); Ensing et al. (tion) for sediment
dynamics. The perturbation approach involves a scaling of the equations to distinguish
between the terms that balance at leading order and much smaller terms that balance at
higher orders. Under suitable assumptions, the leading-order baloance becomes linear and
therefore much easier to solve than the original non-linear set of equations. The approach
does however not neglect the non-linear terms or other higher-order terms. Instead, linear
estimates of these terms appear as forcing mechanisms to linear higher-order balances.
Theoretically, the full solution to the non-linear system is obtained when an infinite number
of higher-order balances is solved for. Practically, we typically only solve for the leading-
order and first-order balances, which provide a reasonably accurate estimate of the full
solution. Due to the linearity of the equations at each order, the effect of different forcing
mechanisms can be identified. These forcing mechanisms include externally applied flows
and internally generated flows by non-linear effects and density gradients.
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Compared to earlier perturbation models, one of the main unique and novel features
this model is that it allows for leading-order temporal variations of turbulent mixing. In
practice, the eddy viscosity varies strongly over a tidal cycle due to variations in the
velocity or density gradient, giving rise to a range of interesting inferactions and feedback
mechanisms. Additionally the model supports any vertical profile of the eddy viscosity. The
model also supports multiple tidal frequencies that are overtides of the M, tide, including
the Mg and Mg tide.

The model domain is a fwo-dimensional width-averaged area as sketched in Figure 2.1,
The width can be supplied in along-channel direction to account for changes of the width
over the domain. The length of the estuary between the seaward boundary x =0 and the
landward boundary is denoted by L and can be freely chosen. The width, B, and depth,
H, can be provided as arbitrary smooth functions of x. The depth H is relative to the mean
sea level (MSL) defined at z = 0. Details on the functions that iFlow supports for the depth
and width are provided in the manual on the auxiliary module package.

The surface level relative to z = 0 is expressed as R+ { and is computed by the model. By
default the reference level R =0 and { is equal to the surface level. The use of a non-zero
reference level is however required if the river bed is above MSL over part of the domain.
The depth H is then negative, which poses a problem in further calculations. In this case
iFlow computes the reference level R as a quick estimate of the mean surface level and
ensures that H + R is always positive. More details on the computation of R are provided in
the part on hydrodynamics.

Y/ <

I\

(a) Top view (b) Side view

Figure 2.1: Model domain. The model is two-dimensional in along-channel (x) and vertical
(2) direction and is width-averaged. The depth and width are allowed to vary ssoothly
with x.



The numerical2DV package contains a module RegularGrid that generates computational
and output grids. The grid is curvi-linear as exemplified in Figure 3.1. The grid is constructed
by defining a dimensionless x-axis, £, and a dimensionless z-axis, 2, both between 0 and 1.
The dimensional axes x and z are then obtained by scaling the start and end points with
the boundary locations, according to

x=2XxL, G.n
Z(x)=—H(x)Z+R(x) (1-12). 3.2)

This implies that the x-axis is independent of z, while the z-axis depends on x. The dimen-
sionless 2-axis is rescaled to fit between —H(x) and R(x).

0
-2 ——T—
— —‘“//j
I g I —— s
///
g -6 1 14— —1T—F—
—T—1T—
N B T
7z =
~12 _/
~14 4
0 20 40 60 80 100 120 140 160
X (km)

Figure 3.1: Example of a grid with 20 x 10 grid cells.

The dimensionless axes may be equidistant or non-equidistant. iFlow v2.3 defines the
following types of axes
e ‘equidistant’. Equidistant axis with grid points on the boundaries. It takes the maxi-
mum grid index as argument
e ‘logarithmic’. Points are distriouted as (e — 1) /(e? — 1), where X is a set of equidistant
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points and vy is a steepness factor. It takes the maximum grid index and steepness
factor as arguments

e ‘list’. Define axis directly by prescribing the coordinates. It takes a list of either
dimensional or dimensionless values as input

e ‘integer’. Axis with infeger steps, practical for discrete dimensions. This axis type
is an exception as it is not saved as points between 0 and 1 and does not require
boundary definitions.

e ‘file’. Reads grid points from an ASCII file. The file path should be given as an argu-
ment. The file should contain a single column of grid points between 0 and 1.

The RegularGrid module generates a working grid that becomes available as the standard
grid variable grid and an output grid that becomes available as the standard grid for
writing output outputgrid. The module requires the depth H(x), width B(x) and length L
as input variables, for which it is recommended to use a geometry generating module.
Furthermore RegularGrid needs input as given in Code sample 3.1. The input provides the
input for the x, z and f axes for the working and output grid. The axis type can be selected
from the list of axis types above. The axis arguments should correspond 1o the axis type.
Note that the f-axis should typically be of the type integer.

= Code sample 3.1 — input for RegularGrid.

module numerical2DV.RegularGrid

xgrid [axis typel [axis arguments]
zgrid [axis typel [axis arguments]
fgrid [axis typel [axis arguments]
xoutputgrid [axis typel [axis arguments]
zoutputgrid [axis typel [axis arguments]

foutputgrid [axis typel [axis arguments]
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This part discusses the width-averaged equations for water motion, presents the reduction
of the complexity of these equations using the perturbation approach and harmonic
analysis and discusses the numerical implementation of the reduced model. A flow
diagram of these steps is presented in Figure 3.2. Chapter 4 presents the equations
and the first two steps in the model complexity reduction, the scaling and perturbation
approach, to derive the leading-order and first-order systems of equations. Chapter 5
then presents the harmonic analysis, resulting in the novel coupled-frequency form of the
equations. The numerical implementation is consequently discussed in Chapter 6. The
extension of the model to arbitrary higher order is discussed in Chapter 7. Finally, Chapter
?? gives a description of the hydrodynamic modules provided in this package and the
required input.

equations Non-linear
equations
Reduction of Scaling _» Perturbation Harmonic
complexit method decomposition
COMPIExty Identify leading T ;
and first order Separate linear Eliminate time
terms equations at the dimension by
leading and higher assuming tidal
orders flow
Solution ¢
Numerical

implementation

Finite differences
implementation

Figure 3.2: Flow diagram of the steps presented in this part on the presentation of the
equations for hydrodynamics, the reduction of the complexity of these equations and the
numerical implementation.
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4. Equations and perturbation apg
 — r‘*”"ﬁf

The starting point for this chapter are the Reynold-averaged width-averaged momen-
tum, continuity and depth-averaged continuity equations and boundary conditions (see
e.g. Chernetsky et al., 2010). In these equations we neglect the effects of Coriolis and
assume that density variations are small compared to the average density, allowing for
the Boussinesq approximation. The equations solve for the horizontal velocity u, vertical
velocity w and water level £ in the horizontal and vertical coordinates x and z and time ¢.
The equations read

R+C
ur + uiy +wi; = —g(Ry + &) —g/ %dﬂ— (Ayuz)., (momentum balance) “@.n
z 0
e Avu(x,R+{1)=0, (no-stress) 4.2)
. Avuz(x,—H,t) = syu(x,—H,1), (partial slip), or 4.3)
u(x,—H,t) =0, (no-slip) 4.4
1 R+C
G+ 3 (B/ udz) =0, (Depth-averaged continuity)
—H x
4.5
e §(0,1)=A(), (tidal forcing) 4.6)
R(L)+E(Lyt)
. B(L)/ u(L,z,t)dz = Q. (river forcing and tidal reflection)
—H(L)
“.7
W+ % (Bu), =0, (continuity) 4.8
. w(x,—H,t)+u(x,—H,t)H, = 0. (kinematic) 4.9

Here g is the acceleration of gravity, p is the density with reference density py. The density
follows from the salinity s (in PSU) according fo a linear equation of state: p = po(1+7-10%).
The eddy viscosity is denoted by A, and s, is a partial slip roughness parameter. Which of
the bottom boundary conditions (4.3) or (4.3) is used depends on the formulation for the
eddy viscosity and is discussed in more detail below. A(t) is the tidal forcing at the seaward
boundary x =0 and Q is the river discharge, The subscripts x, z and ¢ in the equations
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denote derivatives with respect to these dimensions.

The water motion is forced by a periodic water level variation A(¢) at the seaward boundary
x =0, see Equation (4.6). The allowed boundary signal consists of the semi-diurnal M, fide
(i.e. 12.42 hour periodic) and any of its overtides. At the landward boundary x =L, the
model is forced by a constant river discharge Q, see Equation (4.7). Typically it is assumed
that the river-induced velocity is much smaller than the typical M, tidal velocity, so that it
only appears at the first order. However, leading-order river discharges are allowed in the
model. The fidal wave is reflected at the landward boundary, simulating the effect of a
tidal weir or locking complex. The water motion is further forced by a horizontal density
gradient, p, in Equation 4.1. This density gradient follows from a prescribed horizontal
salinity gradient that is constant in time. The density forcing is assumed to be a first-order
effect in both solution methods.

Scaling

The model equations are analysed using a mathematical scaling analysis. This analysis
is used to identify which terms balance at the leading order and which terms are much
smaller. The present scaling analysis pivots around three crucial assumptions.

1. We define

_ Am,
€= He <1, 4.10)
i.e. the ratio of the typical water level amplitude to the typical depth is much smaller
than unity. The small parameter e will be used to define first-order effects. A termis
therefore said to be of leading order if it is ¢'(1) in its scaled dimensionless form and
of first-order if it is &'(¢€).

2. The typical tidal wave length and the typical length-scale of bathymetrical varia-
tions are of the same order of magnitude as the length of tidal influence into the
estuary. This implies that sudden, local bathymetry variations are not allowed. Rather,
bathymetrical changes should be smooth over the length of the estuary.

3. The horizontal density gradient is small. More precisely the internal Froude number
should be of the order of ¢ or equivalently p,L/p, should be of the order of €2, where
L is the length of tidal influence. As a consequence, the baroclinic pressure term
gfz”‘fg—gdz in Equation 4.1 is of the order of £. These three assumptions result in all

non-linearities in u, w and § to be first-order effects.

For the scaling, the equations are transformed to a dimensionless system in order to
establish the order of magnitude of each term. The equations are scaled by using six
typical scales, which are presented in Table 4.1. The table presents three more scales
that are derived from the other six. The velocity scale U follows from the scaling of the

depth-averaged continuity equation (4.5), which in dimensionless form reads
AM2 « (HO +AM2)U R*+£* HoU R*+*
g+ ol /
Ty,

H*u dz=0.

H*U") o+ dz+
Liige —H* ( )X Leony J-m*

It follows that the velocity scale U must obey

U= %min(lﬂ‘ide’Leonv) ~ %i
Ty, (H() +AM2) Tu, Hy ’

where it is assumed that Hy > Ay, (using assumption 1 above). The scale of the velocity

thus depends on the governing length scale, which is either the tidal wave length scale or

the typical scale at which the estuary geometry changes. It is assumed that these length

scales are both of the same order of magnitude as the length of fidal influence in the

estuary (assumption 2 above), such that

O(Ltige) = O(Lconv) = L.

Forcing

Scaling
assumptions

Typical scales
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This requires the estuarine geometry to vary gradually.
Similar to U, W is derived from the confinuity equation 4.8. It follows that
W= @U.
L

The typical eddy viscosity follows from the uniform, stationary barotropic momentum
balance (Ayu;), = g&,. It follows that

_Hy

Tu,
Scale Dimensionless quantity
Ty, M, tidal period t = Ty,t*
Aum, M, tidal amplitude at the seaward side | §{ =Ay, "
Hy Average depth at seaward side z=Hpz* and R = Ay, R*
Lige  Tidal wave length X = Lijgex™ fOr uy, wy, &,
Lconv  CONvergence length x = Leonyx™ for Hy, B,
P Typical density gradient Px = %Py
Scale Dimensionless quantity
U Typical horizontal velocity of the M, tide | u=Uu*
w Typical vertical velocity of the M, tide w=Ww*
N Typical eddy viscosity Ay, = NA

Table 4.1: Scales (upper table) and derived scales (lower scales) for deriving the dimen-
sionless equations.

For the scaling of the reference level R, we will assume that the actual magnitude scales
with the local depth and is therefore best made dimensionless as R = HyR*. However, the

horizontal gradient scales with the horizontal water level gradient and scales as R, = %R;.

This seemingly inconsistent scaling is required in systems where the depth H relative to z=0
varies from &'(Hy) af the mouth to &'(Ay,) further upstream. The reference level is assumed
to be of the same order of magnitude as the depth further upstream, but since the depth
is scaled by H, everywhere, R also needs to be scaled with Hy. However, the variation of R

from a value of zero the mouth to &'(Auy,) further upstream yield that R, scales with Z%.

Using these dimensionless variables, the dimensionless momentum equation (4.1) is can
be written as
T2 HoTo. RB. R +el*
R * 8§ Holpm,
2 (Ry+ ) - S0 |
L Po U z

A A
,—i—ﬂ*;*—i—iwu —gHy—3*

~ 2
H HO p;(* dZ+H0 (Av*u;‘* )Z*

o

The foc’ror 0 in front of the momentum advection term uu, + wu, denotes the ratio of
the typical tidal amplitude and the typical depth. This parameter will be called € and is

assumed to be much smaller than unity, i.e.
Amy
Hy '

The other factors that appear in the dimensionless momentum equo’rlon can be related to
the magnitude of . These factors are considered below. Firstly, gHo 2 can be rewritten by
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using that \/gHy equals the barotropic shallow-water wave velocity cg. This wave velocity
can also be estimated as cg = ﬁ It follows that
2

HoTy, %y . . g
Secondly, ;40% is simplified to

8 HoTu, % _

Po U U Po Am, 7

o AL Hy

where ¢; is the baroclinic (infernal) wave velocity, defined as ¢; = CE%. The term ¢ is also

known as the internal Froude number. This is assumed to be of the order of €. This gives an
order-of-magnitude estimate for the allowable density gradient %,

FxL

— (2
o 0(g7).

The integral boundaries in the baroclinic ferm contain order e terms. It is therefore reason-
able to linearise the integral boundary around z =R (i.e. { = 0) by a Taylor expansion to
find

*

R*+SC* * ' * ~ * * *
/ px*dzz/* prdZ+epi (R +...
Z Z

The dimensional momentum equation then has terms of the following order of magnitude:

"R R
U + Uy + wu, = —ng+g/ &dz+g€M+(Avuz)z
~ =~ =~ = Jz Po Po N——
o) 0k O o1 ST—~—" ——~ o)
0(¢) 0(e2)
The dimensionless form of the depth-averaged continuity equation 4.5 is Depth-
averaged
1 R*+el* continuity
Ctt +— <B*/ u* dZ*> =0.
B* —H* X

All terms are of the same order, except for the integration boundary £, which is of order €.
This is again linearised using a Taylor expansion according 1o

R+ R
/ udz:/ udz+ Cu(x,R,t)+....
-H

—H

The dimensional equation then has terms of the following order of magnitude:

1 R
& +<B/ udz> +(Cu(x,R,1)),=0.
—~ B —H Y S—
o(1) ———~—— o(e)

o(1)

The continuity equation (4.8) finally has only two terms, which balance at leading order Continuity
o).

The surface boundary condition (4.2) needs to be linearised to apply it at our fixed Boundary
conditions
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reference level z = R. This linearisation follows from a Taylor expansion

Av”z(xaR+ gat) :AVMZ<X7R7I) +AVMZZ(x7Rat)C+ e
o(1) 0(¢e)

The ordering of this boundary condition in ferms of ¢ is obtained by observing that z* =
%ZC* = 0(¢€). The bottom boundary condition (4.3) or (4.4) has maximum two terms, which
should therefore balance. This balance is atf the leading order (£(1)).

The horizontal boundary condition at the seaward side (x = 0) is separated into a leading-
order and a first-order fidal forcing. The leading-order tidal forcing can theoretically consist
of multiple harmonic components, but we will always assume it to consist of a single M,
tidal component. The first-order forcing can similarly consist of any number of over-tides
of the M, tide, but we will assume it to consist of a single M, tidal forcing. The resulting
ordered version of the boundary condition then reads

$(0,1) = Apm, cos(wt) +Ap, cos(2at — ).

o) 46

The river discharge prescribed at the landward side can be prescribed as either a leading-
order or a first-order forcing, depending on its strength. Whether the river discharge is
a leading-order or first-order mechanisms follows from writing the landward boundary
condition (4.7) in a dimensionless form:

'Ly @ {ﬁ(l) (leading order)
/ u*(L,Z,t)dZ = = _ :
J-n* UHyB O(g) (first order)

The condition compares the typical river-induced velocity to the typical tidal velocity.
Note that this ratio increases to infinity near the end of the tidal influence, where the
tidal velocity is by definition smnall compared to the river discharge. The normative river
velocity and tidal velocity for determining whether the river is a leading or first order effect
are those in the main area of interest. The upper bound of the integral in the boundary
condition is linearised around z = 0 by using a Taylor expansion. The expression then reads

R
/ (L2t dzt CL (L0 +... = 2
—H | B
—_— ‘ ~—
o) o) o(1) or 0(e)

Ordering & overview of the equations

In addition fo the scaling of the equations, we will write the solution variables u, w and § as
an asymptotic series ordered in the small parameter ¢, i.e.

u:u0+u1+u2+..., @a1n
w:w0+w1+w2+..., 4.12)
(=040 +0+. ., (4.13)

where %, w® and ¢° are of leading order, u', w! and ¢! are assumed to be of order ¢, u?, w?
and ¢? are of order £* etcetera. Furthermore we assume that the eddy viscosity 4, has a
similar ordering

Ay =A+A +A2+. .. 4.14)

In the following, it will be assumed that the reference level R follows the river-induced
sub-tidal water level set-up. To denote this we will write R, as R +R.. If the river is taken into
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account at the leading order, it is assumed that the reference level is fully captured by R?
and R! = 0. If the river is only taken intfo account at the first order, R? is ignored (i.e. RO = 0).
Since ThIS is no formal ordering, we will keep R without order no’ro’rlon wherever pOSS|bIe

Substituting these series in the momentum, continuity and depth-averaged continuity
equations, we obtain a system of equations that is identical to (4.1)-(4.9), but that is
ordered in e. By construction, the terms of first and higher orders are much smaller than
the terms of leading order. As a first approximations, these terms are therefore neglected
to obtain the leading-order system

) — (Ay%u?). = —g(RV+ &), 4.15)

o AU(x,R 1) =0, 4.16)

{Av W0 (x,—H,t) = spu® (x, —H.1) (partial-siip) or @1

O(x,—H,t) =0 (no-slip).

l(Bu)" +w? =0, (4.18)

o w(x,—H,1) = —u(x,~H,1)H,. 4.19

&0 — ( ) (4.20)

o £%0,1)= 421
R QO

. / uO(L,z,t)dz: £ 4.22)
“H B

The residual after computing the leading-order system is dominated by the first-order terms.
Neglecting the second and higher order we obtain the first-order system, which is an
approximation for the residual. We define a short-hand notation for the forcing terms to
the first-order system, reading

(x,2,1) / Py, (Baroclinic)  (4.23)
n'(x,z,1) = u’(x,z, t) O(x,2,1) + w0 (x,2,0)u (x,7,1), (Advection) (4.24)
vl(x,z,0) = Ay (x,2,0)ul (x,2,1). (Turbulence) (4.25)
Y (x,1) = E00x,0)ul (x, R, 1), (Tidal return flow) (4.26)
X (1) = §0x,1) (A (x, R, 1)ul (x, R 1)), - (No-stress) 4.27)

Using this notation we obtain the first-order system

u = (A ), = —g(Ry+ &) +¢' +y! —n', (4.28)
° Avoul(x R,1)=—x"(x,t) — w(x,R,1) =0, 4.29)
1 o _ i . _ali
A (x, —H,t)—spu (x,—H,1) y(x,—H,t), (porhgl slip), or (4.30)
u'(x,~H,t)=0 (no-slip).
é(Bul)x—i—w;: : 4.31)
o wl(x,—H,1)=—u'(x,—H,1)H,. 4.32)
gy L /R Ba') +1 sy - (4.33)
! B _H . B x 9 '
o £0,0)=A'), (4.34)

R ! Ql
. / WLz n)dz= S — Y (L), (4.35)
_H B
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The leading-order system contains two forcing mechanisms, while the first-order system
contains seven. These mechanisms listed in Table 4.2.

Short name Explanation Symbol Order

Tide Tidal amplitude forced at the seaward A Oand 1
boundary

River Constant river discharge at the landward  Q Oorl
boundary

Baroclinic Forcing by the along-channel baroclinic ¢ 1
pressure gradient

Advection Effect of momentum advection uu, +wu, 1 1

Tidal return flow  The return flow required to compensate vy 1

for the mass flux induced by Stokes drift
Turbulence Effect of higher-order turbulent diffusion v 1
No-stress Correction for the alteration of the velocity  x

profile due to the application of the no-

stress boundary condition at z =R instead

of the real surface z =R+ ¢

Table 4.2: Separate forcing mechanisms to the water motion, the mathematical symbol
used in the equations and the order at which these mechanisms appear.






This chapter presents the derivation of a coupled-frequency form of the ordered equations
derived in Chaper 4. This form is obtained by assuming that the solution to the equations
consists of a sum of tidal components and a subtidal component. Here, we assume that
all tidal components are overtides of the M, tide. This assumption allows us to eliminate
the time derivatives from the equations and obtain sets of ordinary differential equations
(ODEs). It will be shown that these ODEs take the form of a set of matrix equations, in which
the fidal components are coupled.

We will express the solution to the equation u/, w', ' (i = 1,2) in ferms of a sum of fidal com-
ponents. To this end we approximate the solution by a complex Fourier series expansion.
This takes the form

)CZI (Zu XZ nlﬂ)l)
)CZt (ZW XZ ma)t)
=Re (Z é,i(x)e"iw’> :

n=0

The quantities of the form @, symbol indicate the complex amplitude of « in frequency
component n and order i. The Fourier series expansion is cut-off after tfidal component p,
because a numerical computation can only handle a finite number of tidal components.
Please note that the Fourier series approximation becomes exact when one takes the limit
p — <. Similarly we will expand the eddy viscosity, partial slip roughness parameter, density,
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fidal forcing and river forcing. The corresponding Fourier series read

. P ~ .
Ay'(x,z,t) = Re (ZA’W_’m(xg)e”’w’) ,

n=0

p .
f(.x Z7t) Re (Z flfm(x’z)emwt> ,
n=0
p .
p(x,2,0) = Re [ X plr2)em™ |
n=0
. P s
A(r)=Re( Y Aiemor ),
n=0

The solution method is easiest when the solution variables are expressed using not only
positive Fourier components, but also negative components. For the solutions u, w and §
we therefore alternatively define the negative series

(x,2,1) 2: i (x,2)e" e
n=—p

XZ[ ZWXZ niot
n=—p

o)

It holds that 4 =i+, forn=1,...,p and 4, = i Similar identities hold for w and ¢. In
the following we will use a vector notation for the complex amplitudes. A vector will be
denoted by an underline .. We define:

i =i, ... iy, i), 5.1)
Similar definitions are used for w and . For the other quantities Ay, s¢, p, A and Q we vectors
containing the complex amplitude and its complex conjugate. lllustrating this for A,, we
define

A=A, Al

vl

Al\/Oa"'vAl;/p]' (52)

lllustration of the derivation

We will provide an elaborate derivation of the coupled-frequency form of the leading-
order momentum equation, assuming R = 0 for the purposes of this illustration. The
coupled-frequency forms of the other equations then follow from the same principles. First,
the Fourier series defined above are substituted in the momentum equation. This yields:

< Z nioii (xt mwt) < Z m'(ol) _ —gRe( i ign(x)em’wt>7 (53)
n=—p n=—p z n=—p

where we define
w0 =A4,%

and constfruct a Fourier series for this. Even though A,° and «? contain at maximum p+ 1
positive harmonic components, their product y may contain up to 2p+ 1 positive harmonic
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components. This series is fruncated to p+ 1 positive components so that

P
~0 niot
=1 e
L4 .
:Zl\il’(l)ema)t7
n=—p
L0 v =0 0
with 90 =90 +y_, forn=1,....p and g = .

We can eliminate the summation by gathering the factors in front of each exponential
function "' for a certain n, i.e.

Re (nia)ﬁg(x,t)e"imt) = —gRe (A)gn(x)e"iwt) +Re (l/?%e”iwt)z. (nel-p,p)) (GX)

This is possible because the exponential functions "' (n € Z) form a set of orthogonal
basis functions. The only way of satisfying equation (6.4) is then if the factors in front of
each of the basis functions balance.

We will next eliminate the Re. This can be done by simply removing Re from the equations.
Indeed, if two complex numbers are equal, then certainly their real parts are also equal.
We also divide the equation by " to obtain

i) (x,1) = —g80, (x) + (¥2).. (ne[~p.p)) 5.5)

We can show that the complex Equation (6.5) does not put stronger requirements on the
solution than the real Equation (6.4). Let us consider the simplified real equation

Re (ae'™) =Re (Beiw') , 5.6)
for some complex numbers a and b. This evaluates to
Re(a) cos(or) 4 Im(a) sin(wt) = Re(b) cos(wt) + Im(b) sin(wr).

By the orthogonality of the cosine and sine, this expression breaks down into two separate
equations

Re(d@) = Re(b),
Im(@) = Im(b).
We see that the real Equation (6.6) for complex variables is equivalent to the complex

~

equation a = b.

Product of two Fourier series

The final step in the derivation is finding an expression for ¥ in terms of i, and A9,. To
this end, let us first try to find such an expression for quantities with only positive Fourier
components, i.e. ¥, i.e. ¥ = f(il .,AY,). Observe that a component uf, (i.e. Re (a5,e™"))
can be written as

, 1 . 0 .-
M?n — Re (uglemm)t) — E (ui)nemza)t +ume mm)l) ,

where the overbar denotes the complex conjugate. The product of two specific compo-
nents A9, and uf, . can then be written as

0.0 _ |20  niot A —niot ~0 miot | 70 —miwt
AVnum7z - |:Avne +Avne :l {ume +un1e }
4 vnz,m m,z

1/ ; Ay =0 i -0 i -0 Lo
_ = AO MO el(n+m>wt+A(\)/num,zel(n in)wl+Avnu0 el( n-+m)t +Avnu9n,zel( n—m)ot

1 A : o ;
= S Re (A%, a1 4 A8, df, 0o, 5.7)
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It follows then that

V’O = Z Z AVSM%Z

n=0m=0

_ 7R€ (Z Z (A(\)/n A% zel (n-+m) ot +Avnuzm 1(m—n)wt>) )

n=0m=

We will next define A%_, = A9, for n > 0. We then find

Re( Y ¥ (i zn+m>a»)>7

n=—oco m=
= Re( Z Z (Avk mA21z klwt)) :
k=—ocom=

We have found a double infinite series of positive and negative Fourier components
I[IO :Re< Z I:U,?ekiwt) ,
k=—o0

with 0 = S ¥ A9, a5 . A series with positive Fourier components can be found by
further rewrmng to

1

ERe (Z Z Avk m mz+Av k—mY %z)ekiwt>7

0m=
— ke (Z X (A% i+ Ay ) e"”””) 7 (5.8)
where for the last step it was used that Re(a) = Re(a) for any complex number a. We then

find ¥, = 3 ¥m_ 0( i +AS 0 mz) The positive Fourier components ¥, cannot be

expressed as a linear combination of 4, but also require knowledge about the complex
conjugate!. This observation is also expressed in Theorem below.

Since we are Iooking for linear solution methods for i°, we prefer the positive and negative
componen’rs W0 over the positive components y°. As a Consequence we also have to
consider i’ instead of 4° for the colculcmons We then find 9 = $ ¥ A%, i .. When
considering the truncated series of i n € [—p, p], ¥ is Typ|cc1lly has non-zero for n < —p and
n> p. These components are neglec’red and the series for g is fruncated to n € [—p, p].

Theorem 5.1.1 — Product of positive Fourier series. Let » and v be two real .£? signOIs and
let their Fourier series be defined as Re (L7 d,e™") and Re (Yo ¥,e™) with 4,9 € C. Then
1. v =uv can be expressed as Re (Y, W,e") with §r € C.
2. However, {1, cannot be expressed as a linear combination of i,, Vn > 0.

Proof. The first claim follows almost trivially from Fourier series theory. The signal v is real
and y € .2, as .£? is a Hilbert space. We can then apply Fourier series theory to find
that 3y, with n € Z* such that y = Re (L5 Pre™).

For the second statement let us assume that we can write the coefficients §, as linear

'Note that complex conjugation is not a linear operation
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combination of the components of i.

=Y fi({PmmeZt})a, VkeZ". (X%)
n=0

By the uniqueness of Fourier coefficients we can compare 5.9 with the previously derived
expression 5.8. This comparison yields:

1 (o) . [ee]
3 Y b+ lnPisn = Y S ({Omom e Z¥} )ity VhkeZT.
n=0 n=0

After eliminating the summation we see
1 _
Eﬁnﬁk_n +lpViin = f {Pm.m € Z* )ty Vn,k € Z7.

This equality can never be satisfied as the complex conjugate of i, on the left-hand
side of this equality can never be balanced by the right-hand side. ]

5.2 Leading-order equations

We substitute the Fourier series expansions into the leading-order equations 4.15, 4.31 and
4.33. We then obtain a set of equations for each frequency component. We can write this
as a set of matrix equations using the vector notation of Expression 5.1.

5.2.1 Momentum equation
The above procedure results in the following form of the momentum equation:

i — (), = —g (B +E)). (5.10)
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where D and .4+ are (2p+1) x (2p+ 1) matrices of the form

[—piw 0 ip

—(p—Diw i (p1)

o
Il
[=c
Il

0 pio> ity
ore@y,) A o A& .
A(\)/l 2Re(A?,0) : 0
A
JVOZ% AY) A% 2Re(A%) A9, i,
A%
0 . 2Re(AY) Ai(‘),1
A5 A0 2Re(A%)

The matrix 40 is a diagonal matrix only if all time-varying components of A,° are zero.
In such a case, Equation 5.10 reduces to a diagonal matrix equation. As a result all
frequencies are uncoupled within the leading order. However, in general A,° will contain
time variations and all frequency components are coupled.

We will now adopt a more abstract notation of the above matrix equation using abstract
linear operators. The abstract notation helps in deriving expressions for the continuity and
depth-averaged continuity equations later. It also helps to show the similarities between
the leading-order system and higher-order systems. An example of the notation that we
will adopt is provided in Intermezzo 5.2.1

Intermezzo 5.2.1 — Abstract linear operators. We will illustrate the use of linear operators by
a simple example. Consider the Poisson problem in one dimension in the domain [0, 1]

Uz = f, (ZE(O,I))
where f is an arbitrary real function and the problem is subject to homogeneous
boundary conditions of a mixed type:

Olbt(O) +.Buz(0) = 07 (avﬁ € R)

yu(l) +8uz(1) =0, (v,6 €R)

Let the linear function space H (0,1) be the space of all once weakly differentiable func-
tions between 0 and 1 (generally denoted by H!(0, 1)) that satisfy the above boundary
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conditions. We require our solution u to be in this space, i.e.
u€ Hy(0,1) = {H"'(0,1) ] au(0) + Bu;(0) = 0, yu(1) + du,(1) =0, &, B, 7,6 € R}

In the remainder of this manual we will not focus too much on the function spaces
that the solutions are in. They are merely infroduced here to explain how the abstract
notation captures the boundary conditions.

We define the linear operator 7 : H!(0,1) — R according to

(92

We then solve the problem

du=f.

Inhomogeneous boundary conditions cannot be incorporated in the function space,
because this would make the space non-linear. In order to see this, consider the
boundary conditions

au(0) + Pu;(0) = a, (at,B,a € R)
yu(1) +du,(1) = b, (y,8,b €R)

and let u; and u, be functions in H}(0,1), but now with these boundary conditions. The
sum of these solutions is not in the same space, because it does not satisfy the boundary
conditions.

The solution is therefore separated into two parts. The first is a solufion to the inhomoge-
neous differential equation with homogeneous boundary conditions, which has been
treated above. We will call this the infernally forced part. The second is a solution to
the homogeneous differential equation with inhomogeneous boundary conditions. We
will call this the externally forced part. The latter will be denoted by up.;(a) and upo(b).
upc1 (@) is The solution that satisfies the inhomogeneous boundary condifion at z =0 and
the homogeneous boundary condition at z = 1. u.(b) satisfies the inhomogeneous
condition at z =1 and the homogeneous condition at z = 0. The total solution to the
problem reads

U = per (@) + upea (b) + 7 f

Let us define the linear operator & as

szf’:D—JVOi—JVOa—Z. AR
Z 9z 072

The momentum equation and its boundary conditions then rewrite to

i =g (K+L)), (5.12)
o N%2(x,R)=0,

NO0H(x,—H) — Zpi’(x,—H) =0, or
Eo(xv _H) = Q;
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where .7y is a matrix like .4 with components §;. The solution to the equation reads
i = —gor ! (gﬁ +§2) . (5.13)

The inverse of the abstract linear operator <« can, in some cases, be calculated analytically.
However, we will calculate this numerically using the method outlined in Chapter 6

Depth-averaged continuity equation

Next, the depth-averaged continuity equation will be rewritten 1o a vector form using the
complex amplitudes of u and §. The resulting expression reads:

20 1/ R,
p& 4 = / Bidz) =0
> B _H .

The velocity components it can be eliminated from this equation by using Expression 5.13.
This yields

. R . 0 . R .
pf’ -8 (/ B;z%ldz> go—ﬁ/ B df =& (/ B,;afledz> (5.14)
2 B _H xix BJ_nu XX B _H N
This can be written in terms of an abstract operator 4, which is defined as
P i_g/(’ 14, 9%
#=p-5% (/HB% dz)xax S e tdiss. (5.15)

It is useful to note that the right-hand side of Equation (6.14) can be written as —%RO,
since the reference level only has a sub-tidal component. The depth-averaged continuity
equation and its boundary condition then reduce to

#L = 2R, (5.16)

e —gB(L) RMI(L,z)dz(ES(LHgf(L)):Q”.

Where AO contains the tidal forcing at all frequency components in metres and QO is the
river discharge in m3/s. This vector is only non-zero is its subtidal component.

The solution to this abstract equation can be written as (see Intermezzo 5.2.1 for an
explanation of the notation)

<0 o o <0
g = T(i)de+§r(i)ver_3v ®&.17)

where the subscript ‘tide’” denotes the effect from the forcing at the seaward boundary
condition (i.e. by AO) and ‘river’ denotes the effect from the forcing at the landward

boundary condition (i.e. by QO). If the reference level is non-zero, then the reference level
is deducted from the river-induced water level amplitude.

Continuity equation

Finally, we rewrite the continuity equation and its boundary condition in terms of complex
amplitudes as

w = ——(Bii)° (5.18)
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This equation can be used to calculate w° when ii° has been calculated from the momen-
tum and depth-averaged continuity equations. The solution reads

0 * (Bi)dz— i (x, —H,1)H, (5.19)

& (.X,Z) = _E g

5.3 First-order equations

Similar to the leading order, we will write the first-order equations 4.28, 4.31 and 4.33 in
terms of complex amplitude vectors. It will be shown that this results in equations that are
largely similar to the leading order. The internal forcing terms defined in (4.23)-(4.27) are
approximated by a truncated series of Fourier components

I )
gl(x,ZJ) = Re < Z énl (x’z)emwr> )

n=—p

Tll(x»ZJ) = Re < Z ﬁr}(xﬂz)eniwt> )

n=—p

p .
v (x,2,1) =Re< Y (x,Z)e""”’) :

n=—p

7 (x,0) —Re< i ﬁ(X)e”"“”>,

n=—p
xl(x,t) =Re ( i )an (x)e"m”> .

Using these expressions we can proceed by deriving the complex amplitude vector form
of the momentum equation.

5.3.1 Momentum equation

The momentum equation in matrix notation is derived similar to the leading-order system.
The equation reads

o . 2l 9 o v
Dii' — (") =g (E)ng) —i'+¢ vl
We see that this system is highly similar to the leading-order system. The difference is in
the forcing components. This is even more clear when we use the abstract notation
infroduced above. We can again use the same linear operator &7 asin 5.11. We then
obtain the system:
il =—g(R+L) -0 +¢ + ! (5.20)
o JVOE; (X,R) = _'/VZI ()C) _Il/l (X,R),
Nl (x,—H) — it (x,—H) = —' (x,—H), or
i'(x,—H) =0,
The solution then has the abstract form

. - 21 1 1y 1 . .
ﬂl:_gd I<B)lc+§x)_'d ]ﬂl""’d ]gl—'—d ]Wl"i_ﬂg]o—s’rress"_ﬂrlnixing’

2 R
“1(pl 7! Y
=—go (Bx +§x) + Uother forcingss

where the last equation is simply a convenient short-hand notation of the complete first
equation.



40 Chapter 5. Harmonic analysis

5.3.2 Depth-averaged continuity and continuity equations
The first-order depth-averaged continuity equation becomes

D¢+ = (/ Bii dz> :f%<37:/1>x.

Substituting the expression for ' we find

21 R 21 y LR
p¢ — g / B@%—lgx dz) =—- B}/l + / Bal/™ 1R dz | —— / Biiotner forcings 4% | -
B\J-Hm x B\J-n x

The depth-averaged continuity equation and its boundary COhdITIOﬂ then reduce to

21 1 .
#E = ) (BZI> %R 37 (/ Biisther forcmgsdz> ) .21
. Eo-4,

o o) [ o e (Rl + L)) =0

The solution to this abstract equation can be written as
o1 .1 . 21 g1 <1 1 R
§ =% IE (Bf)X +£ﬁde +£river —K-% IE (/H Bilsiher forcings dZ> : 5.22)

The first-order water level thus consists of the externally forcing tide and river flow, the tidal
return flow originating from the depth-averaged continuity equation and several terms
originating from the momentum balance. The reference level is again subtracted from the
river-induced water level.

The first-order continuity equation is identical in u' and w'! to the leading-order continuity
in u® and w°. The solution therefore trivially follows from the solution of the leading-order
confinuity equation.

5.4 Generalisation

We have seen that the leading-order and first-order systems have a highly similar structure.
We will exploit this in the numerical implementation by implementing a single solver for
each equation (momentum, depth-averaged continuity), which can be used for both
orders. We will not define a generalisation of the continuity equation as this equation has
dlready been solved for explicitly above.

The momentum equation has the general form:
Dii— (N ,) = —gC +f,
o AV R) = fotoce
{waz(x, ~H)— Fpi(x,~H)=f__,, Of
(e, ~H) = fo o

This equation takes input parameters A4, A4;, F, furface and .

The depth-averaged continuity equation takes the form:

-

D¢ + E(///C +J) =0,
. L0

open’

)=
° é ( ) closed
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The numerical implementations of these two equations is presented in the next chapter.

The general form of the continuity equation is given by (5.19)
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6. Numerical implemeniatio_

This chapter describes the numerical implementation of the two general matrix equations
that were described in Section 5.4. Since these general equations hold for all orders, the
numerical implementation is the same for each order. For the momentum equation we
will adopt a general discretisation method for i, that guarantees the conservation of
momentum. The solution u is then obtained by a second-order numerical integration of ..
The depth-averaged confinuity equation is implemented using a strictly mass conservative
scheme. One of the consequences is that the baroclinically induced velocity has a
depth-averaged value that is strictly zero, regardless of the grid resolution. This property is
especially useful when computing the fransport of constituents in additional modules. This
is because there is no net depth-averaged flow created by numerical errors.

The implementation of the continuity equation is not discussed in a separate section, since
no discretisation is required. The solution of the confinuity equation uses a second-order
central numerical differentiation scheme, which reduces to a first-order upwind scheme
at the boundaries. It also uses a first-order numerical integration scheme based on the
tfrapezoidal rule.

The equations will be discretised on a collocated non-equidistant grid following the iFlow
standard axis format. This format for a grid axis is sketched in Figure 6.1.

20 5C\j—1 fj fj+1 fjmax
7:—>J\/— — <
ZAO ZAk—l ZAk ZAk+1 ZAkmax
mJ\/— — <

72=0 AZAO AZAk_l Aék 72=1

Figure 6.1: Definition of a standard dimensionless grid axis for £ and 2.
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Implementation of the generalised momentum equation

We choose for a numerical implementation of the momentum equations that starts from
the conservative form of the differential equation. This form is not solved for the velocity u,
but instead for u,. The momentum equations are repeated here for convenience:

Dii— (AN ;) = ~gC +f, ©.1
° ‘/VOEZ (X’R) = isurfctce’ (6‘2)
{sz(x, —H)— Fpi(x,—H)=f__ . Of
(%, ~H) = feq

For the following we define a numerical vector as i with elements i, or i, af frequency
component n and grid point k according to

. o o . . " . T
g = [u—p,07 ceeyUp Oy U—p 1y UpTyeeny "Lp,kmow s ’u17,km0><]
T T T T
=ty 8y - limay) - 6.3)
Discretisation

Even though we will solve the equation on a collocated grid, during the derivation we
will consider this equation on a staggered grid where u, is given on the same points as
the standard grid (Figure 6.1) and where u is given in the centre between two grid points.
Later, we will convert u from the centre points back to the standard grid points. On the
staggered grid with indices k = 0, ... kmax let us define ¢ =i, as

y 1
KA. (Ek+1/2 _Ek71/2) )
Az
where Az, = % (Az +Az—1). Equation (6.1) can then be discretised at point z;, 1, using
a central discretisation. This yields
. 1 o o o
Dﬂkﬂ/z*Ek <</‘7<0+1Qk+1 *%Oﬂ,) :*g§x+[k+l/2. 6.4)

We now subtract the equations in two consecutive cell centres

1 1

v y 0 ¥ 0y 0y 0 x _
D <ﬂk+1/2 _ﬂk—l/Z) Az (%+19k+1 M Qk) T Az (‘/% Qk_%—lgk—l) =Jenp = Licip

k—1
This equation rewrites to

¥ 1 0 x 05 1 05 0 3
D¢ Az1/2 = Az ('/%Hgk—&-l ~M ¢k> + Azt (‘/% Qk_'/%*lgk—l) =fiiipLicip 09

This expression requires the forcing f at the grid centres. This forcing is determined by linear
inferpolation using the adjacent grid points.

The boundary condition at the surface is easily discretised; Surface
boundary
0y _ condition
% 90 - J:surfoce'

Indeed, one of the reasons for choosing this method of implementation is because it
guarantees that the velocity gradient at the surface is exact.

The parfial slip condition at the bed is solved for by adapting the discrited equation (6.4) Partial slip
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in the cell centre closest to the bed. This discretised equation reads

1 o o g
(Jykgmxfkmax o J%‘%axflgkmaxfl) - 7g£x + Ikmuxfl/Q' 6.6)

Dﬂkmaxfl/Z - Azkmaxfl

Next we use the boundary condition %Smékmax
for ii at the bed

Ugmax = yfilwoékmux =7 foea ©.7)

This can be converted to an approximation of i, , Py a first-order Taylor approximation

= S flnax + [ pog TO OPTaIN an expression

. e -1 40 1 —1
Umax—1/2 = ?kmax (yf N = §Azkm“x71) a jf Jjbed'

This conditfion is substituted to the left-hand side of (6.6). The thus obtained expression is
left-multiplied by .y and reads

o 1
D (JVO — %Akaax—ljf) kaax_ AZimar1 (‘ff‘/%cgnaxgkmax - ‘%f%?naxflgkmax,l)
- 7gyf§x + yfikmaxfl/Z + Dibed'
After solving the above equation for ¢, the integration to 4 results in an infegration constant

equal to the velocity at the bed. The velocity at the bed follows from the bed boundary
condition (see (6.7)) and is repeated here

Uy = 7 ffl'/’/ P mar = filibed'
Alternatively the no-slip boundary condition follows from combining (6.6) with a first-order
Taylor approximation of the no-slip condition

“ 1 g
Umax—1/2 = EAkaaxflfk

We then obtain

max”

__
emax” Akaaxfl
The bed velocity required in the integration follows directly from the no slip condition as

max = 0.

%Azkmax—lDé (J%Smxékmax o %9”‘”‘* lékmaxfl ) - 7g§x + Ikmaxf 1/2° (68)

Numerical implementation
The discretised equation (6.5) can be abstractly written as

AWF() = —gh (x) + F(x),

where the double underlining denotes a numerical vector, see (6.3). This equation solves
for the vertical dimension and is evaluated at each horizontal grid point. The matrix A
is a band matrix. The matrices &« and I, are defined below in terms of sub-matrices of
dimension 2p+1) x 2p+1)

10 ! 0
A B C 0
o = C L= 6.9)
© A B C 0
i i B /
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where the sub-matrices A, B, C, A and B are formed from the coefficients in front of gﬁkil,
¢, and @m in (6.5). The actual bandwidth of the matrix A is 4p + 3, because A, B and

C themselves are band matrices. This is the most optimal matrix structure that can be
obtained in terms of computational fime to solve the system.

Since é is still unknown, the solutfion 9 follows from separately solving A® = I, and Agﬁf =1
so that

After é is computed from the depth-averaged continuity equation, the velocity follows

from the vertical velocity gradient using a second-order numerical infegration routine
based on the Simpson rule, see the NiFTy package.

Implementation of the generalised depth-averaged continuity equation

We will adopt an implementation of the generalised depth-averaged continuity equation
that guarantees the net conservation of mass. We wiill first derive the criterion that the
equation has to satisfy and then derive the mass conservative scheme. The generalised
equations are repeated here for convenience:

ity (8 +7) =0 ©.10)

o L00)=fopen:
o ML (L)=F

~ ZLclosed"
The net conservation of mass concerns the residual flow. The residual component is there-
fore taken from the equation and for illustration purposes we assume that the boundary
conditions are homogeneous:

{}9 (///c+3z)} —0.

0

This equation can be integrated over x to arrive at
Frzl —
{/// ¢+ 7 }O 0,

where the right-hand side is zero, because it is assumed that the boundary conditions are
homogeneous. Non-homogeneous boundary conditions would add a net contribution on
the right-hand side. The above equation shows that it is required to calculated £, directly,
as this is the only way to guarantee that this equation is always satisfies in the numericall
calculation.

Discretisation

In order to find a numerical scheme to solve for &, we will consider a staggered grid with
the center-points defined in the middle of the grid points of our standard grid (Figure 6.1).
The final scheme that we will derive will only use the points on the collocated standard
grid, so that the staggered grid is only used for the derivation. On the staggered grid let us
define £ =, as

1

&= A1) (§i+1/2 - 5:'—1/2) ;
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where Ax;_; ), = %(Axi+Ax,~,1). We can then discretise Equation 6.10 af the point j+1/2
using a central discretisation. The result reads
s 1

- L E T. . g E g\ —
DLyt i (A&, + Fjr — ME — 75) =0 6.1

An equation for é is obtained by subtracting two equations at neighbouring points;

# 2 1 £ 4 T T
b <£j+1/2—§,-_1/2> * Bji1nAx; (///f“ém — MLt F i _‘/f)

1 . .
(///jéj — M8, |+ T *ﬁj*l) =0,

 BjipAvja
which rewrites to
g 1 y o
ngij_l/Q—‘rm(e////#léjﬂ—t///jéj—h?jurl—fj) 6.12)
1 > o
T B A (8~ #1184+ 7= F10) =0 6.13)

This expression only uses B on the staggered grid points. The values for B at these points will
be either determined analytically or by linear interpolation of numerical data, depending
on the way B is defined.

The boundary condition on the open boundary can be discretised by using that go =
i (51/2 —A). This expression can be substituted into equation 6.11 to obtain a boundary
284% VT

condition for £:

D(%AX0§0+A)+ (L/flél—%oéo—l—ﬁl—gzo)zg

By pAxo

The boundary condition at the landward boundary follows directly from the equation and
reads

J//jmoxéjmox = J:closed‘

Numerical implementation
The discretised depth-averaged continuity equation (6.13) can be written as

BE=f +f +7,
= =open =closed

where the right-hand side term .Z is a function containing the forcing term .# and the
matrix B and right-hand side vectors can be written as

i

I F i _J:open_ g
E F G 0 0 0
B=| oo = L=
=open =open
0 E F G 0 Y
L 0 I L 0 | _iclosed_

with 2p + 1 square sub-mafrices E, F and G following from the coefficients in the discretised
equations. The water level ¢ follows from the computed water level gradient by a second-

order numerical integration routine based on the Simpson rule, see the NiFTy package.
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We have seen that the leading-order and first-order momentum and depth-averaged
continuity equations can be expressed in abstract notation as «u = f1 and Zu = f,, where
& and #Z are some linear operators and f; and f, represent the forcing terms. Similar
forms can be derived for the second-order and higher-order systems. In this chapter we
will derive these systems for a model up to any order.

Derivation of the equations

We will start again from the equations of motion (4.1)-(4.9) with the scaling of Section
4.1. Before making the ordering we will develop a series expansion around z =R in the
boundary conditions and depth-integrated quantities. Using Taylor series, we find the
following expansions

=

Ay, R+ u(x, R+ C,1) =) %(Av(x,R,t)uz(x,R,t))(”) e,
n=0"""

R+ R © 1 (1)
/ u(x,z,t)dz = /Hu(x,z,t)dz—l— Z u " (x,R,1)C",
- n=1""

—H

R+¢ R © (n—1)
/ px(xaz,[)dZ:/ px(x,z,t)dz+ Z ;px (x,R,1)¢",
z z n=1"""
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where [] denotes the n'"-order derivative in z-direction. Substituting this, our system of
equations then reads

Mt_<Asz) =—g8—N—6—6s
° ()CR t) Z( ):_X7
o Ay(x,— ) :0r,—H,t) —syux,~H,1) =0, o,
o u(r,—H,1)=0.
G+ (B ) ~ B BY
o £(0)=0&,
. /R u(L)dz = qgy — Y(L,t)
-H
l(Bux)zo,

B
o w(x,—H,t)=—u(x,—H,t)H,.

w; +

Here we use the short-hand notation introduced in Expressions (4.23)-(4.27), with the
addition of g5 defined as

L

" VxR, (density drift) A

1
n!

-D‘oe

The system is scaled and ordered using the same procedure as in Sections 4.1 and 4.2. For
clarity, we will adopt the following notation

[]" for n'* powers,

[]®  for n'"-order derivatives with respect to z,

[]<">  for n'" orderin e.

For the ordering, we will use the formal expansions of Expressions (4.11)-(4.14), which now
are written as e.g. u(x,z,t) = Yo u~""(x,z,¢). The ordering leads to a system of equations
forordern=0,1,... of the form

uz<n> _ (A <0>“z<n>) — _g€<n> _ n<n> _ g< g<n> + ‘I’z<n>7

° A <0>(X R t) <n>(x R t) %<n> _ l,l/<”>(x R t) lI/)?n>7

o A (x,—H,)uI" (x,—H,1) —spu™" (x,—H,t) = —y<"> (x,~H,1), Of,
o u"(x,—H,1)=0.

1 R 1

_ B <H>d - _ B <n>
Ct+B</Hu Zx B(Y ))(7
. =G

R
S ()]

1
Wz<n> + E (Bl/tfn>) = 07
o w7 (x,—H,t)=—u~""(x,—H,t)H,.

Here we find another new term y_ ki, which indicates the interaction between the higher-
order eddy viscosity and depth variations, or mixing-no-sfress inferaction. The non-linear
terms 1. s, x. ¥, and y and the linear terms ¢ and y are all zero at the leading order. The
density drift ¢s and mixing-no-stress interaction y, are also zero at first order. At order n
(n > 1) these forcing terms depend only on the flow velocity and water level up to order
n— 1. The system of equation is thus the same at each order, except for the forcing. The
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forcing terms at each order are expanded below.
n—1

n<n> Z M<m>u<n m—1> —|—w<m>u<” m— 1>7 (advection)

¢ = / P, (baroclinic pressure)

Z Z i( <k>x0t))( >C<ll>"'g<lm>’

Vi, ... 0y St Z I,=n—1—m—k, (density drift)
n n—m 1 (I?’l)
<n> __ <k> <> . r<lp>
7= LY o (00 (0 g g,
Vi, 8EY L =n—m—k, (no-stress term)

r=1

y = zn" Z ( <> (2,0 t)>(m_1) g<h> .. g<tn>,

m=1 k=0 "

Vi, ... 0y St er—” m—k, (tidal return flow)

r=1
n

y = Y AT (s (0 0), (mixing)
m=1
n n—mn—m—k 1

W;n> Z Z Z o (A <z>(x 0 l) <k>(x 0 t))(m) C<ll>"'€<lm>,

m=1k=0 i=1

Vi, ...l St Z L=n—m—k—i, (mixing-no-stress interaction)

Apart from these internal forcing mechanisms, we allow for external forcing by the tide
and river. These external forcing mechanisms are only allowed on leading order and first
order. This is because higher-order external forcing mechanisms have no added value to
the interpretation of the model results.

Computation of required derivatives

Since the higher-order equations take the same form as the leading-order and first-order
systems, they can be solved using the same methods for harmonic analysis and numerical
implementation, see Chapters 5 and 6. The difference between the system at each order
is in the forcing terms. A particular point of attention are the no-stress, tidal return flow
and density drift terms, which need higher-order derivatives of the velocity and density
at the surface. These derivatives cannot simply be computed using straight-forward
numerical differentiation as one quickly looses accuracy, see also Appendix A. Therefore
the derivatives are computed using an alternative method presented in this section.

Required derivatives for higher order hydrodynamics

Before deriving an alternative method for calculating derivatives, we will look closer at
which derivatives are required at which order. The required derivatives for the n'*-order
equation are listed below
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Term Derivative Remarks

Advection uz*> (k < n).

Density drift (—A <k>) ) (m<n—1,k<n—m—1).
No-stress (—Avu<k>) (x, R 1) m<n, k<n—m).

Tidal return flow (u<k> m=1) (x,RO,1) (m<n, k<n—m).

The advection term thus requires the first derivatives to be available always and every-
where. The no-stress and tidal return flow terms require very specific higher-order derivatives
at the surface. Especially for the first-order and second-order equations these specific
derivatives can be calculated by using the momentum equation and the knowledge
of the solutions. We will therefore look specifically at the first and second order before
considering the general case.

First-order system
The first-order no-stress term only requires (Avu ) (x,R,1). This term can be calculated by
using the leading order momentum equation, ocoordmg to

(Avu?)Z (x,R,1) = nioou® (x,R,1) + g&%(x,1).

This does not require taking any derivatives and thus has the same accuracy as the
leading-order solution. The tidal return flow term only requires u°(x,R,¢) and thus involves
no vertical derivatives.

Second-order system

The second-order no-stress term requires the following ferms: (Ayu?)_(x,R,1), (Ayul)_ (x,R,1),

(Avu(z’)ZZ (x,R,1). The first of these terms has already been calculated in the first-order system.
The second term can be calculated from the first-order momentum equation according
to

(Avied) (5. Ror) = nicou (x,Rot) + (uu) (. Rot) + (0w )(vR1) 498 () +5- [,
vz ~~ Po JR
-0 N—_——
=0
= niou' (x,R,1) + (u0ud)(x.R.1) + gL (x.1).

This also does not require taking any vertical derivatives. The third term in the no-stress
conftribution is determined from taking the derivative of the leading-order momentum
equation. This yields

(Avu(z)) (x,0,¢) = niou (x 0,7)+ (g8 (x,1)),,
\W—’ ——

=0 =0

iz

=0.

The tidal return flow requires u®(x,0,1), u' (x,0,), u?(x,0,¢). The latter term is zero, so that there
are no vertical derivatives involved in the second-order tidal return flow.

It thus follows that the first-order and second-order systems only require the first derivative
of the velocity for the advection term, but otherwise do not require any vertical derivatives.
The first-order derivative is solved for directly in the numerical solution procedure (see
Chapter 6), so that its accuracy is guaranteed.
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Third and higher orders

The new ferms that appear in the third-order no-stress ferms are (Avuz?)z (x,0,1), (Avu;)a (x,0,1)

and (Avu?)__ (x,0,). The first ferm could be reconstructed from the second-order momen-
tum equation in a similar way as for the first-order momentum equation in the second-order
computation. As the second-order momentum equation contains many forcing terms,
this is done by saving the forcing terms while calculating the second order and using this
saved forcing for the reconstruction.

The second term is colculo’red by differentiating the first-order momentum balance. This
requires calculating u zand u at the surface. The third ferm can be obtained by differenti-
ating the leading- order momen’rum balance twice. This yields

(Avuz)

which also requires u at the surface. Similarly the tidal return flow requires u at the
surface.

. (x,0,7) = nia)u -(x,0,1),

Extending this to higher order it is found that the n*-order equation requires (u<*>)(m)(x,0,1)
with m <n—1and k <n-—m—1. Summarising, the first-order and second-order systems
provide no problems. The third-order and higher-order systems require progressively higher
derivatives at the surface, the accuracy of which should be investigated.

Computation of derivatives

At general order n we thus require (A,u=x>) """ and u<>t—+-1 for k=0,...,n— 1. As was
shown, the first of these ferms can be computed using the latter. In the derivation however,
it is useful to compute both terms. This is done by taking derivatives of the momentum
equation. In this section we will denote these to terms as follows:

d+1
(AV<O>uz<n>)( ) shear stress,

u<r>@ velocity derivatives.

Derivatives of the shear sfress term
Rewriting the momentum equation, for a general derivative d we find ford > 0

(Av<0>uz<n>)(d+1) <n> Jrgc<n> JrTl<n>(d) + g<n>(d) + g5<n>(d> _ W<n>(d+1>'
The right-hand side can be expanded according to

<n>(d) _ o ifd=0
0 ifd>0"

n<">(d) — nil i <d> (u<m>(i)u<nfmfl>(d—i) _~_W<m>(i)u<n,m,]>(d—i+l))

g<n>(d) Poj p)~<n> ifd =0
px<"><d D oifd>0’
(m—1+d)

n 8 '
5= X g (P (x0.) " g g,
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The derivatives of the vertical velocity in the advection term is calculated according to

<> (@) _ w ifd=0
_é (Bu<m>(d*1)) ifd>0"

X

Restricting our attention to the terms involving the velocity, we require at most w<n=1>=4

for advection and u<"~1><**> for the mixing term. We will show later that these quantities
are indeed available.

Derivatives of the velocity

The derivative of the velocity can be derived from the derivative of the shear stress. First
we expand

z

d+1 .
d+1 d+1 d—i+2
(AV<0>M<">)( ) _ Z ( l )Av<0>(1)u<n>( +2).

i=0

We split-off the term with the highest velocity derivative and rewrite this term to

d+1 .
n>dv2) _ 1 0> <n>\(@+1) d+1 0> () <p>(d—i+2)
u<n> _ Av<0> ((Av< >”z.< >) _ ; < i A, 0>y <n> )
Order of calculation

Based on the calculation methods of the shear stress and velocity derivatives, we can
determine when each of these terms can be computed. The tables below show, for

each order of € (n) and each order of derivation (d), when these terms can be computed.

For example, the first table shows a 4 for n =3, d = 1. This means that the shear stress

(4,<°>u=3>)"® can be computed at the beginning of the fourth-order computation, i.e.

before u<*>, w<* and {<*> are computed.

As an example, the quantities needed at the fourth order are marked red. Clearly, all
red-marked entries can be calculated at the beginning of the fourth-order computation
or earlier. This means that we have a closed system for computing derivatives.

shear stress d— velocity

d—

o O

5
nl 6 nl

OO B WN
o O N Ww

o O A~

O~ wWN—O
OB WON —|—
OO~ ON N
OO~ N W
[ B SN@VI AN

o DN O

OO B W N —

AowN—O
OO~ N —O
AwWN—O

Order of convergence: proof of concept

The method for computing derivatives presented above allows us to compute derivatives
accurately, without losing numerical order of convergence. We will show a proof of
concept of this statement by using a simple example. Let us consider a model with a
uniform, time-independent eddy viscosity. We calculate the water motion up to tenth order
and look at the numerical convergence of the leading-order velocity and its derivatives at

the surface z = 0. The result is presented in Figure 7.1. It only presents the even derivatives,

as the odd derivatives are all zero. The figure shows that the velocity and its derivatives
display second-order convergence. The error is about an order of magnitude larger for
the derivatives than for the velocity itself, but the error does not grow when increasing the
order of derivation. The method of taking derivatives presented here thus seems robust.
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Error of « and derivatives at surface
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Figure 7.1: Relative error of «° and its derivatives at the surface (z = 0) plotted for vertical
grid resolutions ranging from 10 to 1000 cells. The dashed lines mark no convergence (flat
line), first-order convergence and second-order convergence (steepest sloping line).






The reference level R can be predefined or computed using iFIow’s ReferenceLevel Module.
This module determines the reference level on the basis of the river-induced sub-fidal
water level set-up. To this end the reference level can be expressed as either R following
the leading-order river discharge or R! following the first-order river discharge. Since the
equations are identical in either case, we will present a general equation for R, without any
ordering markers. Since an estimate is sufficient, the reference level is computed using only
the sub-tidal components of the leading-order eddy viscosity and partial slip parameter.
The appropriate sub-tidal equations follow from the leading-order and first-order system of
equations and read (omitting unnecessary ordering marks and subscripts denoting the
riverine component)

—gRe+ ((AV%)u;) =0, 8.1
o (A (xRu(x,R) =0, (8.2)
. {<Av°><x,—H>uz<x,—H>=<sf<x>>u<x,—H>, or ©.3
u(x,—H)=0,
R
[ utwoaz=2, 8.4)
_H B
*  R(0)=0, (8.5)
8.6

The solution o Equation (8.1) follows from integrating twice

_z REH artial sli
u=—gRy /Z 3 Saz4 s ® . > ‘
-H Ay 0 (no-slip)
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Inserting this intfo Equation (8.4) we find

R —3 R+H artial sli
_gRX/ /Z R Zdz-f— s¢ (p . p) dz = Q
—a\J-m A, 0 (no-slip) B

U(R)

This equation is non-linear in R and reminds us of the classical equation for stationary
backwater curves. Following a similar method as for backwater curves, the solution can
be computed numerically using an explicit finite differences approach. Starting at x =0,
it is known that R = 0 from the boundary condition. This can be used to compute R, by
rewriting the above equation to

The reference level R at a point x = Ax then follows from
R(Ax) = R(0) + AxR,(0).
Continuing this approach, the following two equations are solved at every grid point

2
8% (x)B(x)’
R(x+Ax) = R(x) + AxR, (). (8.8)

Ri(x) = 8.7

The thus computed reference level provides an estimate of the sub-tidal water level set-
up directly caused by the river discharge. Any effect of time-varying eddy viscosity or
partial slip parameter as well as non-linear interactions involving the river discharge are
incorporated in the water motion and will not be neglected. Likewise, the water level
term r?ver or r}ver corrects for the difference in numerical errors between the first-order
numerical scheme used here and any other method used to solve the hydrodynamics

equations.
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The higher-order model presented in Chapter 7 requires vertical derivatives of arbitrary
order of the horizontal velocity at the surface. In Chapter 7 it is explained how these
derivatives can be computed with a high degree of accuracy. The method developed
there is motivated by the loss of accuracy when simply taking the derivative using a numer-
ical finite difference method or a spectral method. This loss of accuracy is demonstrated
below.

Finite difference method

While it is possible to solve the higher-order system equation using finite differences, this
method encounters several problems. The first problem is one of general accuracy. As
the higher-order forcing tferms require the multiplication of many previously numerically
calculated quantities, there is a risk of a build-up of the numerical error. This problem is
however encountered with any approximating solution method and is best identified by
trying different grid resolution. The second, more imminent problem is in taking high-order
derivatives at the surface. The higher-order terms require taking arbitrary order derivatives
of numerical entities. We will show below that this is possible, but encounters serious
accuracy problems.

Let us consider the n derivative of a numerical function u(z) at the boundary z =0 G.e.
R = 0 for simplicity). This derivative can be determined by using a Taylor series, which in
general reads

oo

1 m m
u(z) = Z ﬁu(’ )(0)2".
m=0""

This series can be used to distil «(0) by taking a set of N+ 1 points 0 =z > z; > ... > zv,
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evaluating

N
u™(0) =Y ogu(z)
=0

|

7‘“
m=o M

N
"0) Y o

k=0
and requiring that

N _
{zko oz} = n!

YR ozt =0 Vm#n,

This set of requirements can be solved when taking as many equations as variables, which
means solving for m =0,...,N. Note that this implies that N > n. The order of accuracy of
the method is simply given by N —n+ 1, so that first order accuracy is obtained when N = n.
The coefficients o, can be solved from the matrix equation

0 0
5 v 2y o

=nle,

A A o

This matrix equation can lead to an erroneous estimate for x(0) in two ways. First, the
error depends on the numerical order of accuracy, i.e. N —n+ 1. The error decreases with
increasing order of accuracy and increases with increasing order of the derivative. The
latter is because higher-order derivatives require more z-points, so that the the first and last
point are spaced further apart. This error can be decreased again by refining the grid.
Second, the error depends on the condition number of the above matrix. The condition
quickly becomes worse for increasing N, so that a higher order of accuracy comes with a
larger condifion number. The condition is also worse for finer grids. The two sources of errors
thus pose a strict frade-off between the condition number and the order of accuracy and
the grid spacing. As a result, the error on the direct numerical computation of higher-order
derivatives cannot be bounded. Finite difference differentiation for higher-order derivatives
is therefore not feasible.

Spectral methods

As higher-order derivatives are a problem in finite difference methods, we try a solution
using spectral methods. As the momentum equation with a parabolic eddy viscosity
profile looks a lot like the Legendre differential equation, the solution is expressed in ferms
of Legendre polynomials. Consider the arbitrary-order momentum equation assuming
R =0 for simplicity

ni®a(x,z) — (Ay(x,2)a(x,2)), = —g(x) + F(x,2), —H(x)<z<0 (A1)
o Ay(x,0)it:(x,0) = Fyr, (A2)
° u(x,—H)=0. (A.3)

using the usual notation. We assume here that the eddy viscosity has a parabolic profile
according to

Ay(x.2) = Ao (¥) (H() = 2) (2 + (& + DH()). (A4)

Note that this parabolic eddy viscosity uses a dimensionless roughness z; at the bed and
zi af the surface. The latter is required in order to have a non-zero eddy viscosity at the
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surface and thus allow for the surface boundary condition. Substituting (A.4) we rewrite
Equation (A.1) to

niod — Ao (5 —2)(z+ (25 + 1)H)i), = gl +F, ~H<z<0 (A.5)

Equation (A.5) is further fransformed to a new coordinate 2z, which is defined as

Z=—+1.
Z H+

This tfransforms Equation (A.5) to
niod — Ao (225 +1-2) (220 + 1 +2)az); = —g& + F, -1<z2<1,

which is further rewritten to

nioi — Ay (1 — 22tz + 227 (14 2) itz + 225 (1 — 2) itz + 4zpetin), = —g&e + F, (A.6)
d ZHAV-,OZ;F (ZS + 1)122()6, l) = Fsurfa (A7)
o i(x,—1)=0. (A.8)

This equation can be simplified by making use of the Legendre eigenvalue problem
(1=2)Puz).+n(n+1)P, =0 -1<z2<1, (A9

The solutions of this eigenvalue problem are Legendre polynomials. The velocity signal i
can now be expanded in terms of the Legendre polynomials found above. The expansion
is fruncated after N + 1 terms so that the series reads

N
i(x,z) = Y cr(x)Pe(2). (A.10)
k=0

Expressions (A.9) and (A.10) are substituted in Equation (A.6) to find

N
Y (nio+ A, ok(k+1)) cxPr — Avo (225 (142) +225(1 — 2) + 42525 caPex) , = —Gc + F.
k=0

This rewrites to

N
Z (niw -|-AV’()k(k—|— 1)) cr Py —A,opsciPs g — Ay opciPes = —gC +F, (A1
k=0
N
b Z 2HA 0z (29 + DexPe (1) = Fourt, (A12)
k=0
N
L] chpk(—l) :0, (A]S)
k=0

where p(2) = 2z; (1 +2) +2z5(1 — 2) + 42525 These equations are evaluated on a Legendre-
Gauss-Lobatto grid. This is the optimal grid for solving the above problem in such a way that
the boundary points are included. The grid is determined as the zeros of the polynomial
P; y supplemented by the boundary points z = —1 and z = 1. Resulfing is a matrix-vector
equation Ac = b, which can be solved for the vector of coefficients c.

For a first simple test we take the leading-order balance, i.e. F =0, Fy s = 0. The resulting
velocity profile for z = z; = 0.001 and 50 Legendre polynomials (i.e. N = 49) is plofted in
Figure A.1.

Next considering the derivatives, we present the values of the first 10 derivatives of the
complex amplitude i at the surface in Table A.1. The results are unrealistically large for the
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Figure A.1: Vertical profile of the leading-order M, velocity amplitude.

N =49 N =50

Value 0.331398590135 +0.571918657833i 0.331354073632 4+ 0.571862224246i
Derivative 1 —3.24740234703¢ 15 — 2.88657986403¢ 15 1.85962356625¢ 13 +4.4408920985¢ 13
Derivative 2 | —9.17274192145 — 14.2384109211i —13.7628423338 — 22.2530758058i
Derivative 3 | —1503.97105291 — 2052.06633488i —5709.71494084 — 9434.83785597i
Derivative 4 | 100188.053184 + 324613.346467i —1929493.09078 — 3246682.90378i
Derivative 5 | 142776778.279 + 282246571.605i —538844780.156 — 918695754.093i
Derivative 6 | 50570037196.1 4+ 94572152629.9i —126308916525 — 217338867418
Derivative 7 | 1.22127010365¢"'3 4 2.23737573114¢'3i —2.526203683¢!3 — 4.37498283231¢!3i
Derivative 8 | 2.33008369769¢'% 4 4.22452310456¢'%i —4.37707835081e'5 —7.61546724019¢'3i
Derivative 9 | 3.72121394705¢'7 + 6.70544468807¢17; —6.65801737027¢!7 — 1.16230875729¢18;
Derivative 10 | 5.13158186669¢'° +9.21027174533¢%i —8.99136132495¢'9 — 1.57360619242¢20;

Table A.1: Surface derivatives of i.

second and higher derivatives. Tests with N larger does only make the results worse. For
example the second derivative for N = 100 is equal to approximately —154 — 245,

Looking closer at the second derivative. This is computed according 1o iz (1) = Y& cx Pk (1).
The values of P (1) diverge, while the absolute values of the coefficients ¢, converge. The
resulting cumulative sums Y./, cxP (1) forn=1,2,...,N converge, but only affer strongly
oscillating between values much larger than the final converged result, see Figure A.2. The
cumulative sums thus involve adding and subtracting very large numbers. As this adding
and subtracting needs to be done numerically, this leads to an error of the converged
value of the derivative which is larger than the actual value of the derivative. Spectral
methods therefore also cannot solve the problem of taking high-order derivatives of u at
the surface.
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Figure A.2: Value of the cumulative sums Y _cePsz (1) forn=1,2,...,N =49, with n on the
horizontal axis. For n = N, this sum equals the second derivative of the velocity u at the
surface. However, this computation is erroneous, since the sum involves numerically adding

and subtracting large numbers.
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9.1

————

9. Sediment dynamics

This chapter provides a comprehensive mathematical derivation of a numerical sediment
module for iFlow. Starting point is the semi-analytical sediment model of Brouwer et al.
(2016b), which is similar to the model by Chernetsky et al. (2010), with the addition of the
sediment advection term. In the present model, we will add the following features

1. Vertical variation of K, and wy,

2. Leading-order time variation of K, and wy,

Equation

We start from the two-dimensional width-averaged sediment equation as presented by
e.g. Chernetsky et al. (2010), which reads

¢t Fucy +we, — (wye), = (Kye;), + (Kucx), Q.1
° wsc+Kyc, =0 atz=R+¢, 9.2)
° wse+Kyc,=D—E atz=-H. 9.3)

Here c is the suspended sediment mass concentration, wy is the fall velocity, K, is the vertical
eddy diffusivity, Ky is the horizontal eddy diffusivity and D and E denote the deposition
and erosion. Due to our solution method, the horizontal boundary conditions are not yet
required. These will be provided in the availability equation (Section 10).

At the bed we assume a single sediment layer without considering bed stratigraphy. The
deposition D is given by settling, i.e.

D =wsc.
The erosion is formulated as
E=¢&f(a)

where & is the potential erosion, i.e. the erosion rate irrespective of the sediment availability
under conditions of abundant sediment supply. The function f(a) is the erodability as a
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function of the sediment availability. The erodability is assumed to be a number between O
and 1 and is assumed to be a constant in time. The formulation for & is discussed in Section
9.1.1.

Bed erosion

We will compare two bed erosion formulations. The first is the expression used by Chernetsky
(2012). His expression is adapted to use the erodability instead of availability (also see
Brouwer et al. (2016a))

E = wycy, 9.4)

where

ps
7 inf| T a),
B il 1a)

Cy —

where p; is the bulk dry sediment density, g' = g(ps — po)/po is reduced gravity, d; is a typical
grain size, fins is some calibration constant and t, is the bed shear stress. Chernetsky (2012)
uses the availability a instead of fin¢f(a) in his original erosion formulation. The magnitude
of his a is controlled by a calibration parameter a*, so that he has the same number of
calibration parameters.

Alternatively, we consider the standard Partheniades model (Kandiah, 1974), slightly
rewritten

o M|t —1.| if || >,
0 if |75| < 7.

where M is some erosion parameter and . is the critical shear stress. Although almost
never mentioned explicitly, this expression holds for the potential erosion & assuming there
is sufficient sediment to erode (also see above). It thus requires additional bookkeeping of
the sediment availability to compute the actual erosion. For simplicity we will assume that
7. = 0 to find

& =M|z). 9.5)

Expressions (9.4) and (9.5) are equivalent if M = wsp’ﬁfinf. Typically, however, M is regarded
0 s

as a calibration parameter that has no apparent relation to the sediment density, size or
fall velocity. As both expressions contain the same number of calibration parameters they
can be regarded as fully equivalent. Momentarily the sediment model only implements
the Chernetsky et al. (2010) model.

Scaling and ordering

For the scaling of the sediment model the reader is referred to the iFlow manual for the
package semi_analytical (Brouwer, 2017). We then make an ordering of the concentra-
tion, fall velocity and eddy diffusivity as
c:co—I—c1 —&—cz—i—...7
wS:wg—i—wi—i—wf—i—...,
Kv :KVO+KV1 +Kv2+...,
where °, w9, k,° are of leading order, ¢!, w!, K,! are of order ¢ etc. Similarly we make an

ordering of the erosion E, which then breaks down intfo an ordering of the bed shear stress
and fall velocity. The erodability f is not ordered.
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The ordering of ¢, wy, and K, are inserted into the sediment equation (9.1). This surface
boundary condition is then linearised around the reference level z = R. Using the ordering
and the scaling we find the following equation at the leading leading order

- (W(s)co +K"ch)z =0, 9.6)
° wgco —|—Kvoc2 =0 atz=R, ©.7)
o KO0 =-E° atz=—H. 9.8)
And at the first order
c,1 — (wgc1 +KVOCZI)Z = —uocg —u? (Z)— (wico)Z — (Kvlcg)z, 9.9
o wie! + K, = —wic® — K1 — (wde®+ Kvocg)Z g0 atz=R, 9.10)
—_—
f
o KJOd!=-E'"-K' atz=—H. Q.11

The equality ¢ = (W< +K,%7) used in (9.10) is derived from (9.6). The second-order

sediment dynamics will be largely disregarded, except for the sediment concentration
induced by resuspension by the river flow. The equation for this reads

- (w(s)c2 + Kvocg)z =0, 9.12)
° w(s)c2 —I—Kvocg =0 atz=R, 9.13)
° KVOC? = _Erziver—river atz=-H. 9.14)

For ease of writing, we define the following quantities

ne = ul+ w0, 9.15)
v =K, (9.16)
£l w0, 9.17)
xl =0, (9.18)

9.19)

The resulting equation with boundary conditions reads

& — (w?co —|—Kvocg)Z =0, (9.20)

° wgco—l—l(vocg =0 atz=R, Q.21

° Kvoc? =& atz=-H. 9.22)
And at the first order

of — (Wi + K%)= —n! & — v, (9.23)

o wle + K0! = & —y! — %! atz=R, 9.24)

o KJOd=-8"F—y! atz=—H. (9.25)

Finally, the second-order equation, with only river-induced resuspension, reads

- (W(S)c2 + KVOCZ)Z =0, (9.26)

Zz
° W?Cz JrKvocf =0 atz=R, 9.27)
I at z=—H. (9.28)

river-river
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Abstract solution

The sediment equation can be seen as an abstract linear equation in ¢ forced by a number
of components. We identify five forcing components:

1. erosion (&°f, &1 f, &%),

2. sediment advection (n}),

3. the no-flux surface boundary condition (x)).

4. higher-order fall velocity variations (£}),

5. higher-order eddy viscosity variations (y).

Only the erosion is found at the leading order, while all five appear at the first order.

The remaining unknown in the forcing components is the erodability f(a). It will be shown
here that all the forcing components can be expressed in terms of f(a) and we will use this
to define the abstract form of the solution to the sediment equation in terms of f(a). First,
the leading-order erosion was already written in terms of f(a), see (??)). We can therefore
express the leading-order solution as

A =%¢"f(a), 9.29)
where ¢ is some linear operator that is computed numerically.

The abstract leading-order solution (9.29) can then be used to rewrite the forcing compo-
nents for the first order. Substituting this expression yields

e =u"6 (@) +u'E° fi(a) + WL f(a),

II/(,l _Kvl(g\of( )7
& =wy 6 f(a),

x = (£°47) fla),
Elzé“f.

We thus see that the first-order forcing scales with either f(a) and fi(a). The first-order
solution can then be written as

' =%, fla)+ %, fi(a). (9.30)
Similarly, the second-order equation is forced by E? = £%f and can be written as

Cﬁver—river = %Aazf(a) .31

Harmonic analysis and vector notation

We will write the concentration, fall velocity and vertical eddy diffusivity in terms of har-
monic components of the form

P
)CZI ZCI)CZ niot
n=0

. p . .
w(x,z,t) = Re (Z Wé(x,z)e”’“”) ,
n=0

. P e .
Ky'(x,z,t) = Re (Z K",(x,z)e”’wt> .
n=0
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The concentration is most easily solved for when the negative Fourier components are
taken into account as well. We will therefore use the alternative notation

c'(x,z,t) = Re ( Z E’(x,z)e'”wt> , (9.32)
n=-p
with ¢ =& +&  forn=1,...,pand ¢ = ¢. We will also define the following vectors:

d=[d ... é,...a],

. . T
i =1 N Al
Wsg = |:Wsp,...,Wsl7wso,...,wsp:| 5

i ~ i

. T
o ~ L A A~
i i
K = |Kyp,....K ,Kvo,...,Kvp} ,
. r- i — . . 1T
e < o o
Tlc - nc,pa"'7nc,1 7nc,07"wnc717:| )

- . . T
1 ) 1 Ry o |
WC = V/L\,p 7...’].//01 7WC,0""’WC,p:| 5
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Substituting the above vectors in the ordered equations (9.6)-(9.11), we obtain the follow-
ing matrix equations

D& — (12 + 4°) =0, (9.33)

o WP+ AP =0 at z =R, (9.34)

o A =-86% atz=—H. (9.35)
And at the first order

e — (10 + 0%, = - & -y 9.36)

o W4 —-E -y -y  atz=r 9.37)

e Hll==6'f-y  atz=-H (9.38)

Here the matrix D is a diagonal matrix with components —piwt, ..., piot. The matrices #s, &
and &' contain the components of the fall velocity, eddy diffusivity and erosion respectively.
The sediment balance is solved in terms of the unknown f, which is a function of x. The
second-order model is of a similar form as the leading-order model and is omitted here for
brevity.

Numerical solution method

The general form of the sediment balance reads, omitting ¥ and order notation for gener-
ality,

De— (Wse+Hc.), =, 9.39)
o We+He=f, .  atz=R (9.40)
° Ji/gz—]:bed otz=—-H. 9.41)

We use a second-order central method for the diffusive term (J¢'c;)_. This method uses
small grid spacing by acting over half grid cells. A first-order upwind method over full
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grid cells is used for the settling ferm (#5c).. Since the settling is directed downwards, the
upwind direction is known and constant. The resulting discretisation for interior grid cells
reads

Hoc - X ic
(Wik-16x-1 = Vsach) ( keky kg ek
ng - - = f 9
Az 1 Az 1 —*
-2 -2
which further rewrites to
H Ck—1—"Ck - Ck—Chk+1
D Wikt — Vsacr) ( k-3 A ety A ¥
C, — - =J,
o Az Az =k
k—z k_j

The eddy diffusivity at the points k — % are defined as

1+

* 2

k—

=

A naive and simple way to discretise the boundary conditions is according to a first-order
scheme




10.1

Derivation of the equation

The exchange of sediment with the bed is modelled through the sediment availability. This
is modelled using the balance equation

Ba:=D—E, ao.mn

where a is the sediment availability (dimensionless) and D and E are the erosion and
deposition per metre width of the estuary. The sediment availability can have different
inferpretations and the parameter B is included to convert between some different infer-
pretations. If B = ps(1 —n)Hy. with p,; the dry bed density, n the bed porosity (i.e. ps(1—n)
equals ppeq. the actual bed density) and Hy a reference thickness (in metre), the availabil-
ity equals the thickness of the sediment layer relative to Hy. If Hy =1 m, (10.1) corresponds
to the Exner equation. Here we will take f equal to a a reference mass per bottom surface
area M, (in kg/m?). By default we will choose B = My = 1 kg/m?.

Following Chernetsky (2012) we rewrite this equation by integrating the sediment balance
Q.1

R+ R+ R+ 1 rR+E
/ ¢ dz +/ ucy +we,dz — / (wse +Kyc), dz = — / (BKpcy), dz
-H -H ' B/ -H

This is rewritten using the Leibniz rule for integration

R+( 1 R+{ ,
(/ cdz) —c6+ = (/ Bucdz) —uc(R+ &)y +uc(—H),
-H ‘ B \J-u

Z

— + wezlgye— wel 4 (wse+Kyer) g — (wse+ Kve)|_y

1 R+¢
=3 (/ BKchdz) —Kycey(R+8) s+ Kye(—H),.
_H x
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Here
cw=§G—uR+¢),)=0atz=R+¢ kinematic BC
=0atz=-H kinematic BC
ws¢+Kyc, —Kgcx(R+8),=0at z=R+{ surface BC
wse+Kye. +Kyeo(H)y,=D—E at z=—H bottom BC
=0 continuity.

We then obtain

R+ 1 R+¢ 1 R+
(/ cdz) + = (/ Bucdz> - = </ BKchdz> =—-D+E
_H , B _H B _H

Z X

Substituting this in (10.1) we find

R+§ 1 R+{

ﬁa—i—/ cdz| =—= (B/ uc—Kchdz> .
_H B _H

—_————

X

=S t

We will only consider the subftidal part of this equation, meaning that the left-hand side
vanishes and we find

"R+§
<B/ uc—Kchdz> =0,
-H

X

where (-) denotes the fidal-average. This equation requires one horizontal boundary
condition, for which we describe that he advective and diffusive transport vanishes in
fime-average sense at the landward boundary, i.e.

R+{
<B/ ucKch> —0atx—1L, (10.2)
—H
Therefore we can integrate the equation, use the boundary condition to find
R+(
<B/ uc Kchdz> =0, (10.3)
—H

Scaling and ordering

Using the same scaling arguments as before we find that the equation vanishes at leading-
order. At first-order we find

R 0.0 >
<B/_Hucdz . (10.4)

X

It is assumed that the velocity 4° only contains an M, component and the concentration
¢ only contains M, and M, components. In that case, the time-average of u°c? vanishes,
so that the first-order equation vanishes. Therefore the second-order equation is required
as a closure condition (this is explained below). The second-order equation reads

R
<B/ u'c® 4+ 40! —KHcgdz—FBCO uoco|zR> =0. (10.5)
-H

In practice it is found that, near the landward end, the transport by the river flow is
dominant and needs to be included to prevent sediment fromn accumulating near the
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boundary. Therefore we include the fourth-order transport terms B [*, ul extriverc? o o +

KHCﬁver—river‘ «dz. By including this term and not any other fourth-order terms, we consciously
break the scaling and consistency. Whenever this fourth-order river-induced fransport term
becomes the dominant mechanism explaining the sediment dynamics, the model results

need to be freated with care.

The concentration computed in Section ?? depends on the erodability f(a). see (9.29),
(9.30) and (9.31). In the following we will assume f = a. Future versions of the model will also
allow for other formulations. We then find that the solutions for the concentration become

CO

Cl

Oa7

la—l—‘to”alxax,

2 P2
Criverriver = %4 @-

(I
§>®Q>

>4

The equation can then be rewritten to
R A A A A A A
<B /—H ' €a+u'Cla+ uocgalxax + ”rlivercg:%a —Kn (%Oa)x —Kn (‘Kza)x dz+ B u’€° |zRa> =0.
Gathering terms that scale with ¢ and a, we find

R A A A Al A A A A A
<B/ ; '@ +u°C) +uh o6 — KuC, — Ky6?rdz+BE° u'¢° |Z:R> a+ (U6, —KyC? —Kn€?)a, =0

=F

=T

(10.6)
In short this reads

Ta+Fa,=0. (10.7)

This expression still requires a boundary condition. We will follow Chernetsky et al. (2010)
and use

B ¥ Badx

= , 10.8
fOLde ( )

*

where a, is the domain-average availability. This availability needs to be prescribed
externally.

10.3 Solution method

The subtidal closure equation (10.7) is a first-order differential equation in a. The general
solution fo this reads

a :keffox%d"/.

The constant of integration k follows from the boundary condition

L
ka (10.9)

- x T 7./ )
JEBe=Jo 7Y gy

The transport ferms T and F can be decomposed into several contributions related to the
forcing of the velocity or concentration. Details on this decomposition are discussed in the
manual of the package semi_analytical (Brouwer, 2017).
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