
Supplement of

Global simulation of semivolatile organic compounds
− development and evaluation of the MESSy sub-
model SVOC (v1.0)

Mega Octaviani1, Holger Tost2, Gerhard Lammel1,3,∗

1Multiphase Chemistry Department, Max Planck Institute for Chemistry, 55128 Mainz,
Germany
2Institute for Atmospheric Physics, Johannes Gutenberg University of Mainz, 55099
Mainz, Germany
3Research Centre for Toxic Compounds in the Environment, Masaryk University, 62500
Brno, Czech Republic

∗Correspondence to: g.lammel@mpic.de



Contents

SI Information used for ppLFER calculations 2

SII Kinetic and physicochemical properties 5

SIII Observation data screening 7

SIV Factor separation technique 13

SV Statistical indicators for model evaluation 14

SVI Direct and interaction effects of factors on predicted near-surface
PAH concentrations 16

SVII Effects of all factors combination on model performance 34

SVIII Spatial distribution of model bias 41

SIX SVOC evaluation: Intermodel comparison 45

Bibliography 49

1



S
I

In
fo
rm

at
io
n
u
se
d
fo
r
p
p
L
F
E
R

ca
lc
u
la
ti
on

s

T
ab

le
S
1.

G
as
−
p
ar
ti
cl
e
p
ar
ti
ti
on

co
effi

ci
en
t
fo
r
ev
er
y
so
rp
ti
on

sy
st
em

in
th
e
p
p
L
F
E
R

S
ys

te
m

U
n
it

E
qu

at
io

n

N
IS

T
di

es
el

so
ot
−

ai
r

m
3 a
ir

m
−

2
su

rf
a
c
e

lo
g

1
0
K

E
C

=
lL

+
a
A

+
bB

+
c

(N
H

4
) 2

S
O

4
−

ai
r

m
3 a
ir

m
−

2
su

rf
a
c
e

lo
g

1
0
K

(N
H

4
) 2

S
O

4
=
lL

+
a
A

+
bB

+
c

N
aC

l−
ai

r
m

3 a
ir

m
−

2
su

rf
a
c
e

lo
g

1
0
K

N
a
C

l
=
lL

+
a
A

+
bB

+
c

D
ry

D
M

SO
−

ai
r

L
a
ir

L
−

1
so

lv
e
n
t

lo
g

1
0
K

D
M

S
O

=
lL

+
sS

+
a
A

+
bB

+
eE

+
c

P
U
−

ai
r

L
a
ir

kg
−

1
P

U
lo

g
1
0
K

P
U

=
lL

+
sS

+
a
A

+
bB

+
v
V

+
c

W
et

/d
ry

he
xa

de
ca

ne
−

ai
r

L
a
ir

L
−

1
so

lv
e
n
t

lo
g

1
0
K

h
e
x
a
d
e
c
a
n
e

=
lL

+
sS

+
a
A

+
bB

+
eE

+
c

T
ab

le
S
2.

p
p
L
F
E
R

sy
st
em

p
ar
am

et
er
s
fo
r
ga
s−

p
ar
ti
cl
e
p
ar
ti
ti
on

co
effi

ci
en
ts

S
ys

te
m

e
s

a
b

v
l

c
T

0
(K

)
R

ef
er

en
ce

N
IS

T
di

es
el

so
ot
−

ai
r

-
-

2
.7

0
2
.4

5
-

1
.0

9
−

8
.4

7
2
8
8

R
ot

h
et

al
.(

20
05

)
(N

H
4
) 2

S
O

4
−

ai
r

(2
0%

R
H

)
-

-
2
.4

6
5
.2

3
-

0
.9

0
−

8
.4

7
2
8
8

G
os

s
et

al
.(

20
03

)
(N

H
4
) 2

S
O

4
−

ai
r

(4
0%

R
H

)
-

-
2
.4

6
5
.2

3
-

0
.8

9
−

8
.4

7
2
8
8

G
os

s
et

al
.(

20
03

)
(N

H
4
) 2

S
O

4
−

ai
r

(6
0%

R
H

)
-

-
2
.1

3
5
.3

4
-

0
.8

8
−

8
.4

7
2
8
8

G
os

s
et

al
.(

20
03

)
N

aC
l−

ai
r

(2
0%

R
H

)
-

-
3
.1

2
4
.7

7
-

0
.8

7
−

8
.4

7
2
8
8

G
os

s
et

al
.(

20
03

)
N

aC
l−

ai
r

(4
0%

R
H

)
-

-
2
.9

4
4
.8

2
-

0
.8

6
−

8
.4

7
2
8
8

G
os

s
et

al
.(

20
03

)
N

aC
l−

ai
r

(6
0%

R
H

)
-

-
2
.8

6
4
.8

2
-

0
.8

4
−

8
.4

7
2
8
8

G
os

s
et

al
.(

20
03

)
D

ry
D

M
SO

−
ai

r
−

0
.2

2
2
.9

0
5
.0

4
0
.0

0
-

0
.7

2
−

0
.5

6
2
9
8

A
br

ah
am

et
al

.(
20

10
)

P
U
−

ai
r

-
1
.6

9
3
.6

6
0
.0

0
0
.3

6
0
.7

1
−

0
.1

5
2
8
8

K
am

pr
ad

an
d

G
os

s
(2

00
7)

W
et

/d
ry

he
xa

de
ca

ne
−

ai
r

0
.0

0
0
.0

0
0
.0

0
0
.0

0
-

1
.0

0
0
.0

0
2
9
8

A
br

ah
am

et
al

.(
20

10
)

2



T
ab

le
S
3.

E
nt
h
al
py

of
p
h
as
e
tr
an

sf
er

fo
r
ev
er
y
so
rp
ti
on

sy
st
em

in
th
e
p
p
L
F
E
R

sc
h
em

e

S
ys
te
m

U
n
it

E
qu

at
io
n

N
IS
T

di
es
el

so
ot
−
ai
r

J
m
ol
−
1

∆
H

1
=
−

∆
H
∗ va
p

(N
H

4
) 2

S
O

4
−
ai
r

J
m
ol
−
1

∆
H

2
=

(−
1
0
.2
×

lo
g
1
0
K

(N
H

4
) 2

S
O

4
−

8
9
.6

)
×

1
0
3

N
aC

l−
ai
r

J
m
ol
−
1

∆
H

3
=

(−
1
0
.2
×

lo
g
1
0
K

N
aC

l
−

8
9
.6

)
×

1
03

D
ry

D
M
SO
−
ai
r

J
m
ol
−
1

∆
H

4
=

(l
′ L

+
s′
S

+
a
′ A

+
b′
B

+
v
′ V

+
c′

)
×

1
0
3

P
U
-a
ir

J
m
ol
−
1

∆
H

5
=

(l
′ L

+
s′
S

+
a
′ A

+
v
′ V

+
c′

)
×

1
0
3

D
ry

he
xa

de
ca
ne
−
ai
r

J
m
ol
−
1

∆
H

6
=

(l
′ L

+
s′
S

+
a
′ A

+
b′
B

+
v
′ V

+
c′

)
×

1
0
3

∗
∆
H

v
a
p
va
lu
es

ar
e
gi
ve
n
in

T
ab

le
S6

T
ab

le
S
4.

p
p
L
F
E
R

sy
st
em

p
ar
am

et
er
s
fo
r
p
h
as
e
tr
an

sf
er

en
th
al
py

S
ys
te
m

e
′

s
′

a
′

b
′

v
′

l′
c
′

R
ef
er
en

ce

D
ry

D
M
SO
−
ai
r

-
−

19
.0

4
−

4
7
.8

0
−

5.
5
2
−

0.
7
5
−

6.
1
9
−

2.
3
9

M
in
tz

et
al
.(
20
08
)

P
U
−
ai
r

-
−

17
.6

0
−

4
6
.6

0
-

−
1
2
.8

0
−

4.
3
0

2.
7
0

K
am

pr
ad

an
d
G
os
s
(2
00
7)

D
ry

he
xa

de
ca
ne
−
ai
r

-
−

3.
20

−
1.

5
1

2.
5
8

−
1
0
.8

6
−

6.
7
9
−

2.
9
7

A
br
ah

am
et

al
.(
20
10
)

3



St
ar
t

C
al
cu
la
te
K

(T
0
)
fr
om

eq
ua

ti
on

s
in

T
ab

le
S1

R
H

an
d

T
ab

le
s
S2

,
S6

K
E

C
,K

(N
H

4
) 2

S
O

4
,

K
N

a
C

l,
K

D
M

S
O
,K

P
U
,

an
d
K

h
ex

a
d

ec
a
n

e
at
T

0

C
al
cu
la
te

∆
H

fr
om

eq
ua

ti
on

s
in

T
ab

le
S3

T
ab

le
S4

∆
H

E
C
,∆

H
(N

H
4
) 2

S
O

4
,

∆
H

N
a
C

l,
∆
H

D
M

S
O
,

∆
H

P
U
,a

nd
∆
H

h
ex

a
d

ec
a
n

e

C
al
cu
la
te
K

(T
a
ir
)

us
in
g
E
q.

7
T

a
ir

K
E

C
K

(N
H

4
) 2

S
O

4
K

N
a
C

l
K

D
M

S
O

K
P
U

K
h

ex
a
d

ec
a
n

e

C
B

C
C

S
O

2
−

4
C

N
a
C

l
C

W
S

O
M

C
W

IO
M

C
W

IO
M

C
al
cu
la
te
K
p
us
in
g
E
q.

6
an

d
θ
us
in
g
E
q.

2

E
nd

F
ig
u
re

S
1.

S
ch
em

at
ic

d
ia
gr
am

in
S
V
O
C

fo
r
th
e
p
re
d
ic
ti
on

of
ga
s−

p
ar
ti
cl
e
p
ar
ti
ti
on

co
effi

ci
en
t
u
si
n
g
th
e
p
p
L
F
E
R

sc
h
em

e

4



SII Kinetic and physicochemical properties

(Intentionally left blank)
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Table S5. Physicochemical properties of selected PAHs

Parameter∗ Unit PHE PYR FLT BaP Reference

MW g mol−1 178.2 202.3 202.3 252.3 Finlayson-Pitts and Pitts (2000)

MV cm3 mol−1 199.2 213.8 217.3 262.9 Mackay et al. (2006)

k
(2)

OH cm3 molec−1 s−1 2.7×10−11(a) 5.0×10−11(b) 1.1×10−11(a) - (a)Brubaker and Hites (1998); (b)Finlayson-Pitts and

Pitts (2000)

k
(2)

NO3
cm3 molec−1 s−1 1.2×10−13 1.6×10−27 [NO2] 5.1×10−28 [NO2] - Finlayson-Pitts and Pitts (2000)

k
(2)

O3
cm3 molec−1 s−1 4.0×10−19 - - - Finlayson-Pitts and Pitts (2000)

k
(2)

O3 ,het cm3 molec−1 s−1 6.2×10−17 S
V

- - - Perraudin et al. (2007)

k
(1)

O3 ,het s−1 - - - 1.68×10−16

(1/[O3]+2.8×10−15)
Kwamena et al. (2004)

ksoil s−1 5.17×10−7 3.125×10−8 2.08×10−8 2.55×10−8 Park et al. (1990)

kocean s−1 5.4×10−8 2.8×10−9 4.2×10−9 1.3×10−9 BioHCWin v1.01 (2008)

Cs
w mg L−1 1.10 0.132 0.26 0.0038 Finlayson-Pitts and Pitts (2000)

Psat Pa 7.0×10−2(a) 6.0×10−4(b) 1.24×10−3(b) 1.22×10−5(a) (a)Yamasaki et al. (1984); (b)Wasik et al. (1983)

∆Hsoln kJ mol−1 34.81 35.44 39.83 50.6 Mackay et al. (2006)

∆Hvap kJ mol−1 78.3 89.4 87.1 116.7 Roux et al. (2008)

∆Hsubl kJ mol−1 92.1 100.3 101.2 120.5 Roux et al. (2008)

logKow - 4.47 5.01 4.97 6.05 Ma et al. (2010)

Koa−m K 3293.(a) 3985.(b) 3904.(a) 5382.(a) (a)Odabasi et al. (2006); (b)Harner and Bidleman

(1998)

Koa−b - −3.37(a) −4.56(b) −4.34(a) −6.50(a) ibid.

k	H M atm−1 2.4×101(a) 5.9×101(a) 5.2×101(a) 2.2×103(b) (a)Bamford et al. (1999); (b)ten Hulscher et al. (1992)
∆Hsoln

R
K 6000.(a) 5500.(a) 4900.(a) 4700.(b) ibid.

ρp kg m−3 1174. 1271. 1252. 1351. Mackay et al. (2006)

∗Notes: MW: Molecular weight; MV: Molecular volume at boiling point; k
(2)

OH: 2nd-order rate constant for gas-phase reaction with OH; k
(2)

NO3
: 2nd-order rate constant for gas-phase reaction

with NO3; k
(2)

O3
: 2nd-order rate constant for gas-phase reaction with O3; k

(2)

O3 ,het: 2nd-order rate constant for heterogeneous oxidation with O3; k
(1)

O3 ,het: Pseudo-1st-order rate constant for
heterogeneous oxidation with O3; S

V
: Surface area of aerosols per unit volume of air (cm2 cm−3); ksoil: 1st-order rate constant for biotic and abiotic decay in soil; kocean: 1st-order rate

constant for biotic and abitoc decay in ocean; Cs
w: Water solubility at 298.15 K; Psat: Saturation vapor pressure at 298.15 K; ∆Hsoln: Enthalpy of solution at 298.15 K; ∆Hvap: Enthalpy of

vaporization at 298.15 K; ∆Hsubl: Enthalpy of condensation of sub-cooled liquid at 298.15 K; Kow: Octanol−water partition coefficient; Koa: Temperature-dependent octanol−air partition
coefficient; k	H : Henry’s Law coefficient at 298.15 K; R: Gas constant (8.314 J mol−1 K−1); ρp: Density of particulate-phase SOC.
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Table S6. Abraham solute descriptors for selected PAHs

E S A B V L Reference

PHE 1.92 1.28 0.00 0.29 1.45 7.71 Ariyasena and Poole (2014)
PYR 2.81 1.71 0.00 0.28 1.59 8.83 Sprunger et al. (2007)
FLT 2.38 1.55 0.00 0.24 1.59 8.83 Sprunger et al. (2007)
BaP 3.02 1.85 0.00 0.42 1.95 11.54 Ariyasena and Poole (2014)

SIII Observation data screening

Measured PAH concentration data have been collected from multiple monitoring networks
(Table S7) where the locations of observation sites are distributed over the Arctic, mid-latitudes,
and Tropics (Figure S2). Observations were used to assess the performance of the SVOC
submodel to simulate total concentrations and particulate mass fraction, and to help select
simulation period. For these purposes, the data were investigated carefully for suitability
of use in this study using a sequence of data screening and quality checking illustrated in
Figure S3. Tables S8 and S9 show the number of stations with reliable total concentration
and particulate mass fraction data, respectively, for every PAH species and over each year
from 2002 to 2014. It is found that the years 2007 to 2009 had sufficient quality-controlled
data on the two variables, hence was deemed a suitable simulation period.

Table S7. Summary of observation networks for simulation period selection

Data Reported Data
Network Availability Variables Value Source

EMEP & AMAPa 2002-2014 gas, particles, total daily, weekly, monthly EBAS NILU (2012)
DEFRAb 2008-2010 total monthly DEFRA (2010)
IADNc 2002-2010 gas, particles daily IADN (2014)
MONET-Africad 2008 gas monthly Klánová et al. (2008)

a EMEP: European Monitoring and Environment Program; AMAP: Arctic Monitoring and Assessment Program
b DEFRA: Department for Environment, Food & Rural Affairs, UK
c IADN: Integrated Atmospheric Deposition Network
d MONET-Africa: The MONitoring NETtwork program in Africa

7



Figure S2. Available monitoring stations from all networks
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Figure S3. Flowchart of observation data screening and station selection strategy
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Table S8. Number of stations each year that pass quality screening for total
concentration data

Network

EMEP & MONET-
AMAP DEFRA IADN Africa Total

Year P
H
E

P
Y
R

F
LT

B
aP

P
H
E

P
Y
R

F
LT

B
aP

P
H
E

P
Y
R

F
LT

B
aP

P
H
E

P
Y
R

F
LT

P
H
E

P
Y
R

F
LT

B
aP

2002 5 5 5 6 - - - - 7 3 7 4 - - - 12 8 12 10
2003 5 5 5 5 - - - - 7 3 7 4 - - - 12 8 12 9
2004 5 5 5 5 - - - - 7 3 7 4 - - - 12 8 12 9
2005 5 5 5 5 - - - - 6 3 6 3 - - - 11 8 11 8
2006 5 5 5 5 - - - - 8 3 8 5 - - - 13 8 13 10
2007 9 9 9 10 - - - - 7 2 7 7 - - - 16 11 16 17
2008 10 10 10 10 2 2 2 2 4 2 4 4 6 6 6 22 20 22 16
2009 8 10 9 10 2 2 2 2 5 2 5 5 - - - 15 14 16 17
2010 12 13 13 13 1 1 1 1 7 2 7 7 - - - 20 16 21 21
2011 5 9 6 6 - - - - - - - - - - - 5 9 6 6
2012 6 15 7 7 - - - - - - - - - - - 6 15 7 7
2013 9 10 10 10 - - - - - - - - - - - 9 10 10 10
2014 2 3 2 2 - - - - - - - - - - - 2 3 2 2

Table S9. Same as Table S8 but for particulate mass fraction

Network

EMEP &
AMAP IADN Total

Year P
H
E

P
Y
R

F
LT

B
aP

P
H
E

P
Y
R

F
LT

B
aP

P
H
E

P
Y
R

F
LT

B
aP

2002 - - - - 7 3 6 4 7 3 6 4
2003 - - - - 6 3 7 4 6 3 7 4
2004 - - - - 6 3 6 4 6 3 6 4
2005 - - - - 6 3 6 3 6 3 6 3
2006 - - - - 5 3 7 5 5 3 7 5
2007 1 1 1 1 4 2 5 7 5 3 6 8
2008 1 1 1 1 4 2 4 4 5 3 5 5
2009 - - - - 4 2 4 5 4 2 4 5
2010 - - - - 5 2 4 7 5 2 4 7
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Table S10: continued

Data Availability

ID Location Lat. Lon. 2007 2008 2009

I4 IIT Chicago, Michigan US 41.8 −87.6 PHE, FLT, BaP PHE, FLT, BaP PHE, FLT, BaP
I5 Sleeping Bear Dunes, Michigan US 44.8 −86.1 PHE, FLT, BaP - PHE, FLT, BaP
I6 Sturgeon Point, New York US 42.7 −79.1 PHE, FLT, BaP - -
I7 Cleveland, Ohio US 41.5 −81.7 PHE, FLT, BaP PHE, FLT, BaP -

MONET-Africa‡,§

M1 Asela, Ethiopia 7.9 39.1 - PHE, PYR, FLT -
M2 Kwabenya, Ghana 5.7 −0.2 - PHE, PYR, FLT -
M3 Mt. Kenya, Kenya −0.03 37.2 - PHE, PYR, FLT -
M4 Tombouctou, Mali 16.7 −3.0 - PHE, PYR, FLT -
M5 Sheda, Nigeria 8.9 7.1 - PHE, PYR, FLT -
M6 Molopo Nature Reserve, South Africa −26.5 25.6 - PHE, PYR, FLT -

†Mid-latitude stations, except E2, E9, and E11 are the Arctic stations
‡Tropic stations
§Only concentration in the gas phase
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Table S11. Same as Table S10 but for monthly particulate mass fraction data

Data Availability

Station ID 2007 2008 2009

E3 All All -
I1 All All All
I2 All All All
I3 BaP - BaP
I4 - FLT FLT
I5 FLT, BaP - FLT, BaP
I6 FLT, BaP - -
I7 FLT, BaP FLT, BaP -

SIV Factor separation technique

The factor separation (FS) analysis is introduced by Stein and Alpert (1993) to assess the
contributions of each factor, as well as interactions among factors, to a particular output
variable. This method has been applied in many numerical studies (e.g. Romero et al.,
1997; Carvalho et al., 2006; Lynn et al., 2009; Torma and Giorgi, 2014) and is employed
here to quantify the sensitivity of total concentration to changes in emission and physics
parameterizations selected above. Following Stein and Alpert (1993), the effects of individual
and interactive/synergistic changes are defined by:

f̂1 = f1 − f0 (1a)

f̂2 = f2 − f0 (1b)

f̂3 = f3 − f0 (1c)

f̂4 = f4 − f0 (1d)

f̂12 = f12 − (f1 + f2) + f0 (2a)

f̂13 = f13 − (f1 + f3) + f0 (2b)

f̂14 = f14 − (f1 + f4) + f0 (2c)

f̂23 = f23 − (f2 + f3) + f0 (2d)

f̂24 = f24 − (f2 + f4) + f0 (2e)

f̂34 = f12 − (f3 + f4) + f0 (2f)

f̂123 = f123 − (f12 + f13 + f23) + (f1 + f2 + f3)− f0 (3a)

f̂134 = f134 − (f13 + f14 + f34) + (f1 + f3 + f4)− f0 (3b)

f̂124 = f124 − (f12 + f14 + f24) + (f1 + f2 + f4)− f0 (3c)

f̂234 = f234 − (f23 + f34 + f24) + (f2 + f3 + f4)− f0 (3d)
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f̂1234 =f1234 − (f134 + f134 + f124 + f234)+

(f12 + f13 + f14 + f23 + f24 + f34)−

(f1 + f2 + f3 + f4) + f0

(4)

where f0 is the concentrations from a base simulation, f̂1 is the concentration changes influenced
directly by the 1st factor (in this study is the temporal emission variation), f̂2 is by the 2nd

factor (particulate-phase representation), f̂3 is by the 3rd factor (the choice of gas−particle
partitioning scheme), and f̂4 is by the 4th factor (volatilization). f̂ij gives information related
to the non-linear interaction of 2 factors together (i and j) on the concentrations, f̂ijk is from
3-factor interactions, and f̂1234 is from all factor interactions.

In this study, we have chosen to focus on interpreting the direct effects of individual factor
(f̂i) and the effects of total interactions between the corresponding factor and all other factors
(
∑
j
f̂ij +

∑
j,k

f̂ijk + f̂1234 , j 6= k 6= i). Our main aims are to see if the interactions have

the effects of strengthening or buffering the direct effects and examine the magnitude of the
interactions relative to its associated direct effects.

SV Statistical indicators for model evaluation

Multiple performance indicators were applied for model evaluation (see Table S12) and the
inherent limitations of each were recognized. The first comparison is based on the descriptive
statistics of both observed and predicted concentrations, represented by the arithmetic mean
(O or M ), median (Q2O or Q2M ) and standard deviation (SDO or SDM ). The geometric mean
(GMO or GMM ) is additionally used considering the distribution of air pollutant concentrations
is mostly close to log-normal; hence GM treats extreme high and low equally.

Following the works of Chang and Hanna (2004), Yu et al. (2006), Galarneau et al.
(2014) and many others, the simulation-to-observation comparison focuses on the mean bias
(MB), root mean square error (RMSE), normalized mean bias (NMB), normalized mean bias
factor (NMBF), fractions of predictions within a factor of 2 or 10 of observations (FAC2 and
FAC10, respectively), and correlation coefficient (r). MB describes a general tendency of
bias, but individual positive and negative errors tend to compensate each other. RMSE helps
characterize the spread of individual bias and indicate any large outliers. Relative measures
in NMB and NMBF are useful to compare the model performance for different substances in
which concentrations can be largely different. The normalization of the difference in NMB
leads to an asymmetry problem, that is, overpredictions are artificially unbounded whereas
underpredictions are bounded by −100%. To overcome this issue, the study adopted NMBF
introduced by Yu et al. (2006) by which the index is defined individually when M ≥ O and
when O ≤ M . It is also easy to interpret the index. If NMBF is positive (negative), the model
overestimates (underestimates) the observations by a factor of NMBF +1 (1−NBMF). For
example, if NMBF = −2, the model underestimates by a factor of 3. The last parameters,
FAC2 and FAC10, give a simple measure of scattering that is less influenced by outliers,
whereas r reflects the linear relationship between two datasets.
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Although all of the above measures were computed and examined, most of the discussions
were based on selected indices for simplicity. Note that prior to the model evaluation, predicted
values at the model grid were bilinearly interpolated to each station location.

Table S12. List of performance indicators used in model evaluation

Metrics Formula∗ Ideal Value Range

Arithmetic mean
x =

N∑
i=1

xi

N

M = O [0,+ inf)

Median Q2x = xi, where i =
(N + 1)

2
Q2M = Q2O

[0,+ inf)

Standard deviation SDx =

√√√√ 1

N

N∑
i=1

(xi − x )
2 SDM = SDO

[0,+ inf)

Geometric mean GMx =

(
N∏
i=1

xi

) 1

N
= exp

[
1

N

N∑
i=1

lnxi

]
GMM = GMO

[0,+ inf)

Mean bias
MB =

N∑
i=1

(Mi −Oi)

N

0.0
[
−O ,+ inf

)

Root mean square

error RMSE =

√√√√√ N∑
i=1

(Mi −Oi)
2

N

0.0 [0,+ inf)

Normalized mean bias NMB =
MB

O
× 100% 0.0 [−100%,+ inf)

Normalized mean bias

factor
NMBF = S

[
exp

(∣∣∣∣∣ln M
O

∣∣∣∣∣
)
− 1

]
,

0.0 (− inf,+ inf)

where S = M−O∣∣∣∣M−O ∣∣∣∣
Factor of 2 FAC2 =

1

N

N∑
i=1

ni, with

1.0 [0, 1]

ni =


1, if 0.5 ≤ Mi

Oi
≤ 2

0, otherwise

Factor of 10 FAC10 =
1

N

N∑
i=1

ni, with

1.0 [0, 1]

ni =


1, if 0.1 ≤ Mi

Oi
≤ 10

0, otherwise

Correlation coefficient r =

N∑
i=1

(
Mi −M

)(
Oi −O

)
√

N∑
i=1

(
Mi −M

)2√ N∑
i=1

(
Oi −O

)2 1.0 [−1, 1]

∗Notes: x: Modeled/Simulated (M) or Observed (O) data; N : Number of monthly data or monthly pairs
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SVI Direct and interaction effects of factors on predicted near-
surface PAH concentrations

a) PHE

b) PYR

c) FLT

d) BaP

Figure S4. Seasonal mean near-surface PAH concentrations (ng m−3) from
the base simulation (f0) for December−January−February (left panels) and
June−July−August (right panels) 2007−2009. Here, f0 represents a simulation
applying annual emissions, the bulk scheme, the Lohmann−Lammel partitioning
scheme, and no volatilization.
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a) PHE

b) PYR

c) FLT

d) BaP

Figure S5. Same as Figure S4 but from the target simulation (f1234). Here,
f1234 represents a simulation applying seasonal emissions, the modal scheme, the
ppLFER partitioning scheme, and with volatilization.
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a) PHE

b) PYR

c) FLT

d) BaP

Figure S6. The effects of monthly emissions (in place of annual emissions) on near-
surface PAH concentrations relative to concentrations from the base simulation
(f0), averaged over December−January−February 2007−2009: (left panels) direct
effects (f̂1), expressed as the difference between two distributions: f̂1 = f1 − f0;
(right panels) interaction effects, expressed as the sum of two (Σf̂1j, j 6= 1), three
(Σf̂1jk, j 6= k 6= 1), and four (f̂1234) factor interactions.
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a) PHE

b) PYR

c) FLT

d) BaP

Figure S7. Same as Figure S6, but averaged over June−July−August 2007−2009
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a) PHE

b) PYR

c) FLT

d) BaP

Figure S8. The effects of the modal scheme (in place of the bulk
scheme) for particulate-phase representation on near-surface PAH concentra-
tions relative to concentrations from the base simulation (f0), averaged over
December−January−February 2007−2009: (left panels) direct effects (f̂2), ex-
pressed as the difference between two distributions: f̂2 = f2−f0; (right panels) in-
teraction effects, expressed as the sum of two (Σf̂2j, j 6= 2), three (Σf̂2jk, j 6= k 6= 2),
and four (f̂1234) factor interactions.
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a) PHE

b) PYR

c) FLT

d) BaP

Figure S9. Same as Figure S8, but averaged over June−July−August 2007−2009
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a) PHE

b) PYR

c) FLT

d) BaP

Figure S10. The effects of ppLFER scheme (in place of Lohmann−Lammel
scheme) for gas−particle partitioning on near-surface PAH concentrations
relative to concentrations from the base simulation (f0), averaged over
December−January−February 2007−2009: (left panels) direct effects (f̂3), ex-
pressed as the difference between two distributions: f̂3 = f3−f0; (right panels) in-
teraction effects, expressed as the sum of two (Σf̂3j, j 6= 3), three (Σf̂3jk, j 6= k 6= 3),
and four (f̂1234) factor interactions.
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a) PHE

b) PYR

c) FLT

d) BaP

Figure S11. Same as Figure S10, but averaged over June−July−August
2007−2009
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a) PHE

b) PYR

c) FLT

d) BaP

Figure S12. The effects of volatilization on near-surface PAH concentra-
tions relative to concentrations from the base simulation (f0), averaged over
December−January−February 2007−2009: (left panels) direct effects (f̂4), ex-
pressed as the difference between two distributions: f̂4 = f4−f0; (right panels) in-
teraction effects, expressed as the sum of two (Σf̂4j, j 6= 4), three (Σf̂4jk, j 6= k 6= 4),
and four (f̂1234) factor interactions.
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a) PHE

b) PYR

c) FLT

d) BaP

Figure S13. Same as Figure S12, but averaged over June−July−August
2007−2009

25



Figure S14. Average effects on near-surface PHE concentrations relative to concentrations from the base simulation (f0) from
interactions between two (f̂ij), three (f̂ijk), and four different factors (f̂1234); means of December−January−February 2007−2009.
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Figure S15. Same as Figure S14, but for PYR
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Figure S16. Same as Figure S14, but for FLT
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Figure S17. Same as Figure S14, but for BaP
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Figure S18. Average effects on near-surface PHE concentrations relative to concentrations from the base simulation (f0) from
interactions between two (f̂ij), three (f̂ijk), and four different factors (f̂1234); means of June−July−August 2007−2009.
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Figure S19. Same as Figure S18, but for PYR
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Figure S20. Same as Figure S18, but for FLT
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Figure S21. Same as Figure S18, but for BaP
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SVII Effects of all factors combination on model performance

In the following, simulated outputs from 16 sensitivity experiments are compared against
observation data for two seasons (DJF and JJA) and two regions (Arctic and NH mid-latitudes).
Note that while results from factor separation analysis express the effects of each selected
factor (see Sect. SIV) relative to a reference (i.e., f0), the discussion below focuses on how
the factors affect the model performance in general. Here, the mean concentration difference
(hereinafter, ∆Conc) across all possible combinations of two experiments is used, where only
one of the four factors is different between the two experiments. For example, the effect of
emission seasonality (fac1 ) will be represented as mean of SBLN−ABLN, SBLW−ABLW,
SBPN−ABPN, SBPW−ABPW, SMLN−AMLN, SMLW−AMLW, SMPN−AMPN, and
SMPW − AMPW (refer to Figure 3 of the Main text for the acronyms). Note that if the
mean difference from the first four pairs is different with that from the last four, it indicates
that the fac1 interaction with fac2 (particulate-phase representation) plays an important role
in the model performance.

Phenanthrene

Figure S22 displays the seasonal mean values and mean bias (MB) of PHE concentrations
averaged across monitoring stations in the Arctic and NH mid-latitudes. As shown, all
experiments underestimate the seasonal concentrations over the Arctic, suggesting an inherent
model bias. It is also apparent that the model is most sensitive to the change in emission
interval (fac1 ). One can see that concentration increases in DJF (hence, MB improves) and
decreases in JJA (hence, MB deteriorates) when monthly emission is applied in the simulations.
This result is expected and is attributed to the seasonal cycle of emissions over NH. On
average, ∆Conc is 0.009 ng m−3 in DJF and −0.007 ng m−3 in JJA. Volatilization (fac4 )
appears as the second dominant factor as it contributes to decrease PHE concentrations in
DJF and to increase them in JJA, an effect opposite to that of fac1. The degree of fac4 effect
is four times smaller than fac1 effect, but they become comparable in JJA due to pronounced
volatilization in boreal summer. The model performance is less sensitive to the choice of
aerosol-phase treatment (fac2 ) and gas−particle partitioning scheme (fac3 ). Nevertheless, it
is found that the modal scheme enhances the underestimation in DJF when it interacts with
the ppLFER scheme (∆ConcDJF = −0.003 to −0.005 ng m−3).

For the northern mid-latitudes, the model response is still dominated by the change in
fac1, followed by the change in fac4. Due to proximity to emission sources, the response
to monthly emissions is stronger than that found for the Arctic, i.e., 0.127 ng m−3 in DJF
and −0.330 ng m−3 in JJA. The emission change also brings model predictions closer to
observations. As for volatilization, its effect is positive (concentration increases) in both
seasons (on average, ∆ConcDJF = 0.066 and ∆ConcJJA = 0.300 ng m−3), which leads to a
smaller underestimation in DJF and a higher overestimation in JJA. The effects of alternating
fac2 and fac3 are small-to-negligible, particularly during the summer months. This finding is
somewhat expected given the fact that smaller aerosol fraction of the most-volatile PAH in
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a) Arctic

b) NH mid-latitudes

Figure S22. Seasonal mean PHE concentrations and mean bias (MB) from 16
sensitivity experiments, averaged across stations in the a) Arctic and b) northern
mid-latitudes. Changes in color represent the change in emission interval (fac1),
changes in shape represent the change in particulate-phase representation (fac2),
and changes in shape fill represent the change in gas−particle partitioning scheme
(fac3). Symbols with a dashed line refer to model experiments with volatilization
(fac4).
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summer coincides with an increase in temperature which increases the vapor pressure of the
compound and decreases the gas−particle partition coefficient.

Pyrene

The effects of individual factor on PYR concentrations over the Arctic were found to vary by
season (Figure S23a). In DJF, the largest contribution to concentration differences between
experiments comes from the choice of fac2. In particular, the modal scheme decreases the
concentrations (∆ConcDJF = −0.025 to −0.073 ng m−3) and produces negative biases. The
effects of monthly emissions and volatilization are comparable but of opposite signs, being
positive for the former and overall negative for the latter. Compared to fac2 effect, the
concentration differences imposed by both factor changes are smaller by nearly a factor of
two in the bulk -scheme scenario and by around a factor of six in the modal -scheme scenario.
The influence fac3 depends on the selected fac2 because only in the bulk (modal) scheme
scenario is there a positive (negative) response to the ppLFER scheme. Turning now to JJA,
the results suggest that volatilization has a positive effect on predicted PYR concentrations,
with an average increase being 0.016 ng m−3, and results in positive model biases. The effects
of fac2 and fac3 changes are very small but become apparent when volatilization is applied.
Specifically, using the modal scheme increases JJA concentrations by 0.004 ng m−3 whereas
the ppLFER scheme brings an increase of 0.009 ng m−3, thereby enhancing the overestimation.
Also in JJA, the model performance is least sensitive to the change in emission interval.

In Figure S23b it is shown that all experiments overestimate PYR concentrations over NH
mid-latitudes in both seasons. The differences in predictions are most by the positive effect of
volatilization which magnifies the overestimation. Here, the average concentration increase is
0.124 ng m−3 in DJF and twice that in JJA. The effect of ppLFER scheme is also positive and
tends to be stronger when volatilization is applied (on average, ∆ConcDJF = 0.106 ng m−3

and ∆ConcJJA = 0.062 ng m−3). Seasonal emission increases concentrations in DJF (0.053

ng m−3) but decreases those in JJA (−0.142 ng m−3). The modal scheme tends to show the
opposite, that is, a decrease in DJF and an increase in JJA with an average response in both
seasons being 0.030 ng m−3.

Fluoranthene

PYR and FLT share some similarities as further discussed below. Figure S24a shows that fac2
effect is dominant on Arctic concentrations in DJF. In particular, the modal scheme decreases
the simulated concentrations (on average, ∆ConcDJF = −0.124 ng m−3) and improves MB.
The opposite (positive) signal is expected from monthly emissions and volatilization, with
mean ∆ConcDJF being 0.020 ng m−3 and 0.045 ng m−3, respectively. The ppLFER scheme
leads to a concentration decrease (−0.034 ng m−3), indicating shorter lifetime, except when in
combination with the bulk scheme and volatilization. In JJA, the positive effect of volatilization
prevails and becomes dominant (on average, ∆ConcJJA = 0.072 ng m−3) and the experiments
produce a systematic positive bias. The change in gas−particle partitioning scheme yields
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a) Arctic

b) NH mid-latitudes

Figure S23. Same as Figure S22, but for PYR concentrations
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a) Arctic

b) NH mid-latitudes

Figure S24. Same as Figure S22, but for FLT concentrations
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noticeable differences only in volatilizaton experiments with ∆ConcJJA leading to higher
biases (0.027 ng m−3). Similarly, the sign of response due to emission change depends on the
interaction with fac4, albeit small ∆ConcJJA values in comparison to the others. It is positive
if volatilization is accounted for (∆ConcJJA = 0.007 ng m−3) and negative if volatilization is
neglected (∆ConcJJA = −0.004 ng m−3).

All experiments in Figure S24b show a consistent positive bias for FLT concentrations in
the northern mid-latitudes. The effect of volatilization is positive and relatively stronger than
those of other factor changes. ∆Conc ranges from 0.121 ng m−3 to 0.529 ng m−3, higher in
JJA than in DJF by approximately two times. Seasonal emission increases DJF concentrations
(∆ConcDJF = 0.081 ng m−3) and substantially decreases JJA concentrations (∆ConcJJA =

−0.214 ng m−3). In contrast, the modal scheme exhibits a negative concentration response
in DJF (hence, less biases), with mean ∆ConcDJF being −0.094 ng m−3, whereas a positive
response is apparent in JJA under volatilization scenario (∆ConcDJF = −0.055 ng m−3). Last,
fac3 change brings little to no impact unless volatilization is applied. Here, the ppLFER
scheme yields higher concentrations in both seasons by a mean of 0.050 ng m−3.

Benzo[a]pyrene

Figure S25a displays the seasonal concentrations and biases over the Arctic. As shown, all
experiments show negative biases in DJF while they show a clear variability of bias in JJA.
In particular, most volatilization experiments overestimate the JJA concentrations while
all no-volatilization experiments consistently underestimate the concentrations. The mean
response to this factor is 1.6×10−4 ng m−3 in DJF and approximately ten times this value in
JJA. Seasonal emission also produces a concentration increase in DJF (on average, by 3.5×10−5

ng m−3) but generally brings a decrease in JJA (by −2.2×10−4 ng m−3). Changes in fac2
and fac3 enhance negative bias in DJF but improve model predictions in JJA by decreasing
the concentrations in both seasons. This result suggests the modal and ppLFER schemes
reduce the atmospheric lifetime of BaP which is attributed to an increase in particulate mass
available for oxidation. The degree of both factor effects is similar (∆ConcDJF ≈ −6×10−5

and ∆ConcJJA ≈ −5×10−4 ng m−3) which strengthen by at least a factor of two under
volatilization scenario.

Similar to the Arctic, all experiments underestimate the concentrations in DJF whereas
the sign of JJA bias varies across experiments (Figure S25b). The tendency of volatilization
to increase concentrations remains, leading to a positive bias in JJA. In contrast to the Arctic,
the mean signal from volatilization is not strongly different between the two seasons nor in
comparison with the effects from other factor changes (∆Conc = 2.7×10−3 to 2.6×10−2 ng
m−3). Seasonal emission contributes to higher concentrations in DJF (∆ConcDJF = 2.9×10−3

ng m−3) and smaller concentrations in JJA (∆ConcJJA = −1.0×10−2 ng m−3). The effects of
the modal and ppLFER schemes are comparable in magnitude but of opposite signs, overall
positive for the former (1.0×10−3 to 2.6×10−3 ng m−3) and negative for the latter (−1.7×10−3

to −2.5×10−2 ng m−3).
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a) Arctic

b) NH mid-latitudes

Figure S25. Same as Figure S22, but for BaP concentrations
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SVIII Spatial distribution of model bias

In the following, the evaluation of simulated near-surface PAH concentrations against
measurements in the Arctic, NH mid-latitudes, and the tropics are discussed. Figures
S26-S28 present the distribution of normalized mean bias fraction (NMBF) between model
predictions and observations across monitoring stations in the individual region for the time
period 2007−2009. As pointed out in Sect. SV, NMBF indicates a model overestimation
(by a factor of NMBF +1) or an underestimation (by a factor of 1 − NBMF) when it is
positive or negative, respectively. Over the Arctic, the model underestimates PHE and BaP
concentrations by at least a factor of two and overestimates FLT by less than a factor of three
(Figure S26). The NMBF of PYR varies by location, i.e., negative at E2 and E11 (NMBF =
−3.34 and −1.33) and positive at E9 (NMBF = 1.05). This result can be in contrast with the
region-based NMBF shown in Table 2, where positive bias (NMBF = 0.06) is produced for
the Arctic PYR concentration. Comparing the four species, the degree of bias is consistently
higher for BaP where NBMF reaches three orders of magnitude at E2.

For the North American sites (Figure S27a), the model overestimates PHE concentrations
with the bias being substantial (NMBF > 15) at three sites (I3, I5, and I6). In contrast, the
model systematically underestimates BaP concentrations, particularly at I4 and I7 where
the predictions are over a factor of 40 smaller than observations. The degree of NMBF for
both species is smaller for the European sites (−5.28 to 4.54 for PHE and −10.85 to 5.15 for
BaP) and no systematic bias present (Figure S27b). PYR and FLT concentrations are better
simulated than PHE and BaP (except at E5 and E10) with the predictions are overall within
a factor of six of observations. It is noted that, for all species, the region-based NMBF (Table
2) is lower than the station-based values as the result of a compensating effect of negative
and positive bias amongst the stations clustered in the region. Figure S28 shows that the
NMBF values in the tropics are apparently smaller at M5 (NMBF = −0.22 to 0.52), followed
by those at M2 (NMBF = −1.36 to −0.67). The model shows underestimation at M1 and M4
(NMBF = −9.26 to −2.50) and overestimation at M3 and M6 (NMBF = 3.81−7.83). The
region-based bias is negative for all species (see Table 2 and Figure 5) and is attributed to the
monthly concentrations at MI that are much higher than the concentrations at other sites by
a factor of 3−170.
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Figure S26. Map of normalized mean bias factor (NMBF) values calculated be-
tween simulated and observed mean monthly PAH concentrations for monitoring
stations in the Arctic. The logarithmic scale has been used for NMBF.
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a) North America

b) Europe

Figure S27. Same as Figure S26 but for monitoring stations in the northern
mid-latitudes: (a) North America, and (b) Europe.
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Figure S28. Same as Figure S26 but for monitoring stations in the tropics.
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SIX SVOC evaluation: Intermodel comparison

A comparison of simulated PAH concentrations from the new EMAC model (with SVOC
submodel) for the year 2007−2009 and from GEOS-Chem model for 2005−2009 (Friedman
and Selin, 2012) revealed that both models overall overestimate observed PHE and PYR
over mid-latitudes whereas the Arctic concentrations for both species are underestimated
by EMAC but overestimated by GEOS-Chem in winter. The discrepancies are more likely
to be caused by different emission inventory and by high spatial variability in the emissions
which results in changes in PAH concentrations on scales not captured by both GCMs with
a grid spacing of >100 km. It is also noteworthy that the simulation carried out with
GEOS-Chem differs in complexity to EMAC, that is, the model neglected volatilization
and seasonal variation in emissions and applied a dual BC adsorption and OM absorption
gas−particle partitioning. Nevertheless, both models systematically underestimate the BaP
concentrations over all regions, reflecting a difficulty in modeling the behavior of this species.
Model bias is usually larger for the Arctic sites than for the mid-latitude sites and the
agreement with observations is more satisfactory in summer. BaP underestimation in remote
regions has also been reported in other global modeling studies (Sehili and Lammel, 2007;
Shrivastava et al., 2017). Despite uncertainties in the emissions, which seasonality has been
taken into account in our simulations, this finding suggests that current models underestimate
the role of temperature for the long-range transport of BaP. A GEOS-Chem configuration
which neglected heterogeneous oxidations for BaP yielded predicted concentrations higher
than measurements over NH mid-latitudes but rather in a good agreement over the Arctic
(Friedman and Selin, 2012), suggesting a strong dependence of BaP long-range transport on the
temperature sensitivity of particulate-phase oxidation. Similarly, agreement/overprediction
of BaP was found using ECHAM5/HAM model (Lammel et al., 2009) when setting k(2)

O3 ,het

to zero (BAPOB scenario; agreement for the Zeppelin station, overestimation for the Alert
station). In addition, the latest global BaP modeling study carried out with CAM5 model
(Shrivastava et al., 2017) also found that temperature and humidity are important factors
to affect heterogeneous oxidation kinetics of BaP and influence the long-range transport.
Their default simulation underestimates observed BaP concentrations by approximately 77%
whereas the predictions improved when the model assumed that BaP underwent a complete
shielding by highly viscous organic aerosols under cool/dry conditions. It is important to
understand further the effect of the variation of temperature and humidity on reactive rate
constants of the heterogeneous oxidations during the long-range transport. This topic is
discussed in details in Mu et al. (2018).
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