Implementation and evaluation of online gas-phase chemistry within a regional climate model (RegCM-CHEM4)
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Abstract. The RegCM-CHEM4 is a new online climate-chemistry model based on the International Centre for Theoretical Physics (ICTP) regional climate model (RegCM4). Tropospheric gas-phase chemistry is integrated into the climate model using the condensed version of the Carbon Bond Mechanism (CBM-Z; Zaveri and Peters, 1999) with a fast solver based on radical balances. We evaluate the model over continental Europe for two different time scales: (1) an event-based analysis of the ozone episode associated with the heat wave of August 2003 and (2) a climatological analysis of a six-year simulation (2000–2005). For the episode analysis, model simulations show good agreement with European Monitoring and Evaluation Programme (EMEP) observations of hourly ozone over different regions in Europe and capture ozone concentrations during and after the summer 2003 heat wave event. For long-term climate simulations, the model captures the seasonal cycle of ozone concentrations with some over prediction of ozone concentrations in non-heat wave summers. Overall, the ozone and ozone precursor evaluation shows the feasibility of using RegCM-CHEM4 for decadal-length simulations of chemistry-climate interactions.

1 Introduction

The role of atmospheric chemistry in the climate system is now recognised as being of central importance (IPCC, 2007). Climate-chemistry interactions and the evolution of air quality over the coming decades depend on many factors, such as the growth of pollutant emissions due to worldwide economic development, localized emissions in high activity areas such as megacities, and changes in climatic factors such as temperature and precipitation. Many recent studies focusing on the impact of increased greenhouse gas concentrations on air quality have found an increase in tropospheric ozone as temperatures and greenhouse gas concentrations increase (e.g., Hogrefe et al., 2011; Andersson and Engard, 2010; Weaver et al., 2009; Zhang et al., 2008; Leibenspeger et al., 2008; Hedegaard et al., 2008; Meleux et al., 2007; Giorgi and Meleux, 2007; Forkel and Knoche, 2006; Stevenson et al., 2005; Langner et al., 2005). Specifically, ozone is an important component in the troposphere because (1) it is a leading indicator of poor air quality that adversely affects human health and natural ecosystems (e.g., WHO, 2003) and (2) has the ability to act as a greenhouse gas. However, simulations of tropospheric ozone can be complex because it is a relatively short-lived species with a lifetime of several days to weeks and exhibits a broad spatial heterogeneity (Jacob and Winner, 2009).
A number of chemistry-climate models with various levels of offline and online coupling between the chemistry and atmospheric dynamics have been developed to investigate the interactions between climate and air quality (reviewed in Zhang, 2008). “Offline” coupling uses the meteorological output from weather or climate models to drive chemistry transport models, requiring two separate model simulations to study the effects of climate on air quality. Offline regional coupling has been more widely used and many studies have addressed the issue of the effects of climate change on regional ozone concentrations using the offline method (e.g., Langner et al., 2005; Szopa et al., 2006; Steiner et al., 2006; Meleux et al., 2007; Krüger et al., 2008; Liao et al., 2009; Chen et al., 2009). However, a preferred method to address issues of chemistry-climate interactions is to use fully coupled or “online” chemistry-climate models. Online methods directly transmit meteorological fields produced by the climate model to a chemistry module and calculate the concentration of climate-relevant tracers at a time step on the order of minutes. The radiative forcing of these tracers then feeds back into the climate model to affect temperatures and regional circulation. This technique is optimal yet computationally demanding, because ozone formation chemistry is complex and requires a large number of species to track in a three-dimensional framework. Most online coupled chemistry-climate models are global scale with coarse spatial resolutions (e.g., Emmons et al., 2010). Computational and physico/chemical complexity has, thus, prevented the widespread implementation of high-resolution, coupled chemistry-climate models for long-term climate integrations. To date, only a few regional climate models (RCMs) include online coupling with a range of chemical complexity (e.g., Jacobson et al., 1996; Jacobson, 1997a, b; Qian and Giorgi, 1999; Grell et al., 2005; Forkel and Knoche, 2006; Solmon et al., 2006; Zhang et al., 2010). However, a preferred method to address issues of chemistry-climate interactions is to use fully coupled or “online” chemistry-climate models. Online methods directly transmit meteorological fields produced by the climate model to a chemistry module and calculate the concentration of climate-relevant tracers at a time step on the order of minutes. The radiative forcing of these tracers then feeds back into the climate model to affect temperatures and regional circulation. This technique is optimal yet computationally demanding, because ozone formation chemistry is complex and requires a large number of species to track in a three-dimensional framework. Most online coupled chemistry-climate models are global scale with coarse spatial resolutions (e.g., Emmons et al., 2010). Computational and physico/chemical complexity has, thus, prevented the widespread implementation of high-resolution, coupled chemistry-climate models for long-term climate integrations. To date, only a few regional climate models (RCMs) include online coupling with a range of chemical complexity (e.g., Jacobson et al., 1996; Jacobson, 1997a, b; Qian and Giorgi, 1999; Grell et al., 2005; Forkel and Knoche, 2006; Solmon et al., 2006; Zhang et al., 2010).

The intent of the RegCM-CHEM4 model development presented here is to accurately simulate ozone while allowing for decadal-scale climate simulations. To date, several offline methods have been developed using the CAMx atmospheric chemistry model with RegCM to simulate air quality (Katragkou et al., 2011; Zanis et al., 2011; Huszar et al., 2012). In this study, we discuss the full integration of gas-phase chemistry into RegCM4 and provide a first assessment of the coupled model performance over a European regional domain. We assess the ability of the RegCM-CHEM4 to simulate ground-based ozone and its precursors for (1) a short-term model evaluation for the heat wave of August 2003 and (2) an analysis of a six-year simulation to assess the suitability for long-term climate simulations. For the one-month case study, we select the summer of 2003 because it was one of the hottest on record in Europe (Schär et al., 2004). June-July-August (JJA) average temperatures were more than 5°C warmer than the 1961–1990 average (Fink et al., 2004) and exceeded the next highest anomaly by a factor of two in some locations (Schär et al., 2004). During this time period, ozone concentrations and regional air pollution was extremely high due to the anomalous weather patterns (e.g., Vautard et al., 2005; Ordóñez et al., 2005; Hodzic et al., 2006; Struzewska and Kuminski, 2008; Solberg et al., 2008), contributing to health crises in several countries and triggering drought and a crop shortfall in Southern Europe. This region and time period has been one of great interest, and most models have found that biosphere-atmosphere feedbacks via dry deposition and isoprene emissions can play an important role in simulating regional ozone (Vautard et al., 2005; Solberg et al., 2008; Ordóñez et al., 2010). These feedbacks, high temperatures and ozone maxima make it an optimal test case to evaluate the simulations of coupled climate-chemistry interactions.

Section 2 provides a basic description of the relevant climate and chemistry components of RegCM-CHEM4. Section 3 describes the model simulation of the ozone episode associated with the 2003 heat wave over Europe and Sect. 4 includes an analysis of six-year simulations over the same domain to illustrate the suitability of the model for long-term simulations. We conclude in Sect. 5 by addressing the uncertainties in the coupled model, plans for future work and a guideline for use in future studies.

2 Model description

2.1 Regional Climate Model version 4 (RegCM4)

The climate component of the coupled model is the RegCM4, a model developed and maintained at the Abdus Salam International Centre for Theoretical Physics (ICTP) for over a decade (Pal et al., 2007; Giorgi et al., 2012). RegCM4 is a hydrostatic, sigma coordinate model described in Giorgi et al. (2012), which has been used for a wide range of applications across the globe (Giorgi and Mearns, 1999; Giorgi et al., 2006). There are several options for the parameterization of model physics and in the simulations presented here, we employ the mass-flux cumulus scheme of Grell (1993), the resolvable precipitation scheme of Pal et al. (2000), the non-local planetary boundary layer parameterization of Holtslag and Bouville (1993), and the radiation scheme of the CCM3 (Kiehl et al., 1996). Surface processes are treated using the Community Land Model version 3.5 (Oleson et al., 2008; Tawfik and Steiner, 2011). The reader is referred to Giorgi and Mearns (1999), Pal et al. (2007) and Giorgi et al. (2012) and references therein for a more detailed description of RegCM4. The simulations presented here use a dynamical model time step of 200 s with the land model called every 600 s.

2.2 Trace gas continuity equation

Prior RegCM versions have implemented a chemical transport scheme to study the transport, fate and radiative impact of atmospheric aerosols (e.g., Qian and Giorgi, 1999; Solmon
et al., 2006). In this study, we modify the RegCM4 chemical transport module to include gas-phase species using a mass continuity equation for each tracer \(i\) (Solmon et al., 2006):

\[
\frac{\partial c_i}{\partial t} = -V \cdot \nabla c_i + F_i^H + F_i^V + T_i^{\text{cum}} + S_i^l - R_{w,ls}^i - R_{w,cum}^i - D_i^{\text{dep}} + R_i^{\text{net}} \tag{1}
\]

The first term in the right-hand side of Eq. (1) is the horizontal and vertical advection of the tracer concentration, \(F_i^H\) and \(F_i^V\) are horizontal and vertical turbulent diffusion, respectively, \(T_i^{\text{cum}}\) is the vertical transport by cumulus clouds, \(S_i^l\) is the emission term, \(R_{w,ls}^i\), \(R_{w,cum}^i\) are the wet removal terms by resolvable scale and cumulus precipitation, respectively, \(D_i^{\text{dep}}\) is the dry deposition and \(R_i^{\text{net}}\) is the net production by gas-phase reactions. Advection, diffusion and cumulus transport are parameterized as in Solmon et al. (2006). Dry and wet deposition parameterizations are discussed in Sect. 2.4. By solving this equation within the RegCM dynamical core, we can account for the online, coupled simulation of atmospheric chemistry and climate.

We solve the tendency equation (Eq. 1) sequentially in two steps. In the first step, all processes except \(R_i^{\text{net}}\) are solved using the leapfrog scheme, while in the second step we solve the \(R_i^{\text{net}}\) term. This method provides the ability to run the chemistry with a longer time step than that of the other processes. The chemistry mechanism is called every 1000 s or fifth model time step and calculates the chemistry tendency for each tracer species. This chemistry tendency is then applied to every time step when the chemistry module is not called to produce a smooth chemical tracer time evolution. In the simulations presented here, aerosol transport is not included though has been tested and integrated with the gas-phase chemistry in other simulations.

### 2.3 Gas phase mechanism and solver

Prior work tested several atmospheric chemistry mechanisms in the model (results not shown) and in this study, we select the photochemical mechanism CBM-Z (Carbon Bond Mechanism; Zaveri and Peters, 1999) because it affords a reasonable trade-off between accuracy and computational efficiency. CBM-Z is based on the widely used CBM-IV scheme (Gery et al., 1989) developed for use in urban airshed models for air quality applications. While both CBM-IV and CBM-Z use lumped species that represent broad categories of volatile organic compounds (VOC) based on carbon bond structure, CBM-Z also includes species and reactions that are important at regional to global scales and longer time periods than typical urban airshed simulations. Specifically, these updates include (1) explicit treatment of lesser reactive alkanes such as methane and ethane, (2) revised parameterizations of higher alkanes, (3) use of two lumped structure species for olefins (internally and terminally bonded carbon atoms \(\text{C=C}\)) with different reactivities, (4) alkyl peroxy radical (RO2) self reactions, which has been shown to become important in NO\(_x\)-limited, remote environments, (5) reactions of alkyl and acyl peroxy radicals with the NO\(_3\) radical, which becomes important at night, (6) treatment of longer-lived organic nitrates and hydroperoxides, and (7) the addition of more detailed isoprene chemistry and a distinct isoprene peroxy radical. Overall, these mechanism changes improve the simulation of long-lived VOCs and also can better account for the chemistry transitions from urban to rural areas. CBM-Z has been extensively used in atmospheric chemistry simulations and has been implemented in the coupled WRF-Chem regional meteorology-chemistry model (Luo and Yu, 2011; Yang et al., 2011, Chapman et al., 2009), and the Nested Air Quality Prediction Modeling System (NAQPMS) (Wu et al., 2011; Li et al., 2008). The CBM-Z mechanism has been used to interpret field measurements collected at urban (Zaveri et al., 2003; Jiang and Fast, 2004; Fast et al., 2006; Zaveri et al., 2010a, b) and regional (Fast et al., 2002; Fast and Heilman, 2005) scales. This selection represents a computationally efficient mechanism that can reliably simulate chemistry over a range of spatial and temporal scales.

Calculating the time evolution of gas-phase chemistry requires numerically integrating a set of stiff ordinary differential equations and is among the most computationally expensive operations performed in a photochemical grid model. A suite of numerical procedures with efficient solutions has been developed (e.g., Jacobson et al., 1996), and here we apply the computationally rapid radical balance method (RBM) of Stillman et al. (1991) and Barth et al. (2002) to solve the tendency equation for photochemical production and loss. RBM utilizes the fact that much of the complexity of tropospheric chemistry stems from the HOx radical family (OH, HO\(_2\) and RO\(_2\)), which has a limited set of sources and sinks. The method solves reverse-Euler equations for OH and HO\(_2\) based on the balance between sources, sinks and (if applicable) prior concentrations at the start of the time step. Reverse Euler equations for other species are solved in a reactant-to-product order, in some cases involving pairs of rapidly interacting species, and with some modifications to increase accuracy in exponential decay situations. The procedure is equivalent to a reverse Euler solution using sparse-matrix techniques, but with the matrix inversion linked specifically to the behaviour of OH and other species in the troposphere.

### 2.4 Photolysis rates

Photolysis rates are determined as a function of several meteorological and chemical inputs including altitude, solar zenith angle, overhead column densities for \(\text{O}_3\), \(\text{SO}_2\) and \(\text{NO}_2\), surface albedo, aerosol optical depth, aerosol single scattering albedo, cloud optical depth and cloud altitude. These variables (excluding \(\text{SO}_2\) and \(\text{NO}_2\) column densities) are provided in the online coupled code by other RegCM modules including the radiative transfer,
land surface and cloud parameterization schemes. Quantities are updated every 3–30 min depending on the source code module. SO2 and NO2 column densities are constant in the model and derived from vertical profiles as described in the United States Standard Atmosphere (NASA, 2000). Rates for specific conditions are interpolated from an array of pre-determined values based on the Tropospheric Ultraviolet-Visible Model (TUV) developed by Madronich and Flocke (1999) and a pseudo-spherical discrete ordinates method (Stamnes et al., 1988) with 8 streams. The 8-stream TUV is an accurate method for determining photolysis rates, but is computationally too expensive for online application in 3-D models, therefore, we use tabulated and interpolated values in our simulations.

Photolysis rates can be significantly affected by the presence of clouds. The method used to correct for cloud cover is based on Chang et al. (1987), which requires information on cloud optical depth for each model grid cell. Optical depth is used to reduce photolysis rates for layers within or below clouds to account for UV attenuation or to increase photolysis rates due to above-cloud scattering. The correction of clear-sky values depends on whether the location is below, above, or within the cloud. Cloud optical depths and cloud altitudes from RegCM-CHEM are used in the photolysis calculations, thereby directly coupling the photolysis rates and chemical reactions to meteorological conditions at each model time step. The adjustment to clear sky photolysis rate for below and within the cloud layer is:

\[
J_{\text{cloud}} = J_{\text{clear}} [1 + F_c \left(1.6 \tau_c \cos \theta - 1\right)]
\]  

where \(F_c\) is cloud cover fraction, \(\theta\) is the zenith angle and \(\tau_c\) is the cloud transmissivity (calculated as a function of the cloud optical depth). In general, below cloud photolysis rates will be lower than the clear sky value due to the reduced transmission of radiation through the cloud. Similarly, photolysis rates are enhanced above the cloud due to the reflected radiation from the cloud as follows:

\[
J_{\text{above}} = J_{\text{clear}} [1 + F_c \left(1 - \tau_c \cos \theta\right)]
\]  

2.5 Deposition

Dry deposition is the primary removal process for trace gas species in the model, and is parameterized as three resistances in series: (1) aerodynamic resistance, (2) quasi-laminar sub-layer resistance, and (3) bulk surface resistance that accounts for stomatal and non-stomatal uptake in plants and soil. Dry deposition is modelled for 29 gas phase species following the CLM4 dry deposition model (based on the Wesley (1989) dry deposition scheme), where the CLM land cover types are converted into the 11 Wesley land cover types. In the dry deposition scheme, we consider both stomatal and non-stomatal resistances, which is necessary as the stomatal uptake occurs only during the daytime for most chemical species. This leads to a more accurate representation of diurnal variations of dry deposition, a process crucial for climate-chemistry interactions. All resistances are calculated in the CLM land surface model, resulting in consistent modelled values with the simulated land-atmosphere meteorology.

Wet deposition is parameterized as in the MOZART global model (Horowitz et al., 2003; Emmons et al., 2010). In our simulations, we include the removal of 26 CBM-Z gas phase species based on the amount of large-scale precipitation as generated by the RegCM precipitation parameterization. Current simulations do not include wet removal by cumulus precipitation, but this inclusion is planned for future model versions. Because the August 2003 event was exceptionally dry, we do not expect that this will significantly impact our wet removal rates during the event analysis.

2.6 Emissions inventories

Emissions inventories implemented in RegCM-CHEM4 include anthropogenic emissions, emissions from biomass burning, and natural emissions from the biosphere (or biogenic emissions) (Fig. 1). These inventories vary greatly in terms of spatial (typically 1° × 1° or 0.5° × 0.5° in the horizontal) and temporal resolution (ranging from annual to monthly to hourly). The RegCM framework is designed for implementation over any regional-scale domain in the world, therefore, we develop an emissions pre-processor dataset that optimises the spatial and temporal scales of the available coarse inventories and are be adaptable to any location. We note that the use of these inventories results in relatively coarser grids than used in many regional air quality models, which are often developed for specific source regions by local, state and federal agencies. The pre-processor code regrids and interpolates the emissions data to the same model projection and resolution as needed by RegCM-CHEM4 and unifies the emission units for different inventories. The simulations presented in this manuscript include the MACCity emissions, which is an extension of the ACCMIP emissions dataset for 1990–2010 (Lamarque et al., 2010). This 0.5° × 0.5° inventory represents annual changes in anthropogenic emissions and monthly inventories for biomass burning over the simulation years (2000–2005). Biogenic emissions are calculated in an online biogenic VOC model (the Model of Emissions of Aerosols and Gases from Nature (MEGAN); Guenther et al., 2006) implemented in RegCM with CLM (Tawfik et al., 2012). The online biogenic emissions use modelled temperature, radiation and soil moisture allowing for a consistent inventory based on modelled meteorology and climatology.

Monthly anthropogenic emissions inventories are employed in the model and we note that daily and diurnal variations are not prescribed in the anthropogenic emissions inventories, which may impact the daily minima and maxima ozone concentrations. Centres of high anthropogenic industrial emissions (indicated with NOx and alkane emissions) are concentrated near urban areas in Germany,
France and the United Kingdom (Fig. 1a, b). Biomass burning emissions are most pronounced in Portugal, northern Poland and in many of the Italian and Greek Mediterranean areas during August 2003 (Fig. 1c). August biogenic emissions are localized near forested areas, with the largest emissions in central Europe in France, Germany and northern Spain (Fig. 1d). For the climatological simulations, the biomass burning emissions and biogenic VOC emissions exhibit a strong seasonal cycle with higher emissions in the summer and lower emissions in the winter. Biogenic emissions approach zero during the winter with summer emission rates nearly two orders of magnitude higher than winter, consistent with other emissions studies in Europe (Poupkou et al., 2010; Steinbrecher et al., 2009).

### 2.7 Simulation design

To test the ability of the coupled RegCM-CHEM4 to simulate ozone, we conduct one simulation for 6.5 yr from 1 June 1999 – 31 December 2005. The first six months of the simulation is for climate model spin up and is not included in the analysis time period of 2000–2005. The heat-wave event analysis evaluates hourly output from the month of August 2003 (Sect. 3) and the climatological ozone analysis evaluates the simulation of ozone for the full six-year time period (1 January 2000 – 31 December 2005; Sect. 4). The model domain (Fig. 1) has a horizontal resolution of 60 km × 60 km and 18 vertical levels. Because RegCM4 is a limited-area model, meteorological lateral boundary forcings are required. For present-day simulations such as the one here, initial and lateral boundary conditions for the
Figure 2: (a) ERA-Interim Reanalysis of 850 mb geopotential surface (m) and wind field (m s$^{-1}$) averaged over August 2003. (b) RegCM-CHEM 850 mb geopotential surface and wind field averaged over August 2003.

meteorological fields are provided by ERA-Interim analysis every six hours with weekly ERA sea surface temperatures (Dee et al., 2011). Climatological chemical boundary conditions are provided by the global, three-dimensional MOZART chemical transport model by using a monthly average of years 2000–2007 (Horowitz et al., 2003; Emmons et al., 2010). The model top (50 hPa, corresponding to the lower stratosphere) uses a climatological ozone concentration based on interpolated MOZART ozone fields. Therefore, the model top layer contains ozone concentrations comparable to the stratosphere, yet ozone is not transported across this boundary and the model cannot capture large dynamical changes that deviate from the 2000–2007 climatological seasonal cycle such as exceptional stratospheric ozone intrusions. The use of a climatological average results in the lack of interannual variability in our lateral and vertical chemical boundary conditions, which can have important implications for interannual ozone variability (see Sect. 5). However, we implement the climatological values for computational efficiency during model development and test simulations. This model setup allows the evaluation of modelled versus observed ozone concentrations on a realistic basis for short-term event simulations in a regional weather-air quality framework (Sect. 3) and also for longer integrations as a regional climate-air quality model (Sect. 4). To provide computational context, the 6.5-yr simulation for this domain using 45 processors required 47 h and 20 min of computation time.

3 2003 European ozone event

3.1 Meteorological conditions

Maximum temperatures of 308–313 K were repeatedly recorded in July and the first half of August across Europe in 2003. As noted in several other studies (e.g., Beniston and Diaz, 2004; Black et al., 2004), these extreme weather conditions were caused by an anti-cyclone positioned over Western Europe, blocking the rain-bearing depressions originating over the Atlantic Ocean from reaching the continent. This exceptional length of these stagnant conditions (over 20 days) increased the flow of very hot, dry air from sub tropical regions to Europe. The extreme event and the anomalously warm and dry conditions increased ozone concentrations over Europe to unusually high values (Vautard et al., 2005; Meleux et al., 2007; Solberg et al., 2008).

The ERA-Interim reanalysis data (interpolated to model grid; Fig. 2a) displays this pattern and the RegCM-CHEM4 accurately simulates this high pressure and anti-cyclonic circulation over Europe (Fig. 2b). RegCM-CHEM4 places the center of the anti-cyclonic feature in approximately the same location as the driving reanalysis, yet simulates slightly stronger winds over central and northern Europe. Outflow from central Europe to the Mediterranean is slightly stronger in the RegCM than the reanalysis. Because the RegCM-CHEM is driven by ERA-Interim boundary conditions (updated every six hours), this agreement is not surprising, but
we note this pattern to show that the interior model domain replicates the main meteorological features leading to the high ozone event. This circulation pattern is also conducive to subsidence conditions that favour ozone accumulation over the continent (Vautard et al., 2005).

During August 2003, RegCM-CHEM4 simulates surface air temperatures of 290–296 K over continental Europe, with temperatures increasing up to 303 K in the Iberian Peninsula and Italy. We compare daily maximum temperature ($T_{\text{max}}$) and daily minimum temperature ($T_{\text{min}}$) data from the European Climate Assessment and Dataset (ECAD) observation stations (http://eca.knmi.nl/dailydata/index.php) with the matching model grid cell from RegCM-CHEM4 over the August 2003 event (Fig. 3) for stations located in Northern Europe (defined as all ECAD sites north of 50° N), Central Europe (ECAD sites within the latitude range of 47–50° N), and Southern Europe (ECAD stations south of 47° N). In the northern Europe regions, the model reproduces $T_{\text{max}}$ with a slight under prediction of 1–2 K during the heat wave and very little bias in the second half of August. However, $T_{\text{min}}$ is over predicted by the model by up to 5 K during the heat wave, with a reduced bias of 1–3 K after the passage of the system. In central Europe, the model underestimates $T_{\text{max}}$ (up to 6 K during the heat wave), but shows very little bias in $T_{\text{min}}$. In southern Europe, the model underestimates $T_{\text{max}}$ during the heatwave by about 3 K yet shows good agreement in the second half of the month. $T_{\text{min}}$ is consistently over predicted by about 3 K throughout the full month in southern Europe. The effect of these temperature biases on ozone is discussed in Sect. 3.3.

3.2 Ozone episode development

To understand the evolution of the ozone episode across Europe, we compare first layer (approximately 50–100 m height) simulated ozone concentrations at 14:00 UTC for six selected days (1, 4, 8, 10, 12, 16 August) with ozone surface observations from the European Monitoring and Evaluation Programme (EMEP) station network (http://www.emep.int; Fig. 4). These six days represent the onset of the August 2003 ozone episode and its behaviour until the end of the episode (approximately 15 August). The production of ozone is affected by meteorology as described in Sect. 3.1, yet is very sensitive to the location and magnitude of emissions and the resulting VOC/NO$_x$ ratio. In the first two days of August, maritime westerly flow over western Europe leads to low to moderate ozone concentrations (50–80 ppb) in northern and central Europe (Fig. 4a), with slightly higher concentrations in eastern France and Germany. The model represents these spatial features well, with biases less than 5 ppb throughout most of central Europe, although there are a few stations in central Spain and western Germany where the model under predicts the observations by 10–15 ppb.

On 3–4 August, ozone builds up in the boundary layer with concentrations exceeding the European standards (90 ppb) south and south west of the Ruhr region and over central France (Fig. 4b). Model biases in this region are less than 5 ppb. The anticyclonic circulation causes the high ozone region to shift clockwise on 4 August from southern Germany to western France on 8–10 August (Fig. 4c, d). On 12 August, very high ozone levels (100–120 ppb) occur over most of France and Western Europe (Fig. 4e). From 8 August (Fig. 4c) to 12 August (Fig. 4e), the model produces high concentrations in Central Germany but measurements at this hotspot are lacking and surrounding observations are greater than modelled concentrations by about 16 %. Other elevated observations in Switzerland are under predicted by the model by about 10 ppb. These elevated modelled concentrations begin to dissipate on 15 August as the air mass moves towards Eastern Europe (Fig. 4f), and the limited observations suggest that concentrations shift slightly back to the east over Switzerland. The model reproduces this general pattern yet still slightly underestimates ozone concentrations by 4 %. Similar ozone concentration magnitudes and positioning were noted by Vautard et al. (2005). Despite these model biases during the event, the model reproduces the circulation of ozone fairly well.
Ozone Episode August 2003

Fig. 4. Evolution of the ozone concentration field through the first two weeks of August 2003 corresponding to the core of the August 2003 heat wave. Each panel displays a concentration field in ppb at 14 h UT on (a) 1 August, (b) 4 August, (c) 8 August, (d) 10 August, (e) 12 August, (f) 16 August. EMEP station locations are shown in circles with observed ozone concentrations (colour of circle following contour legend).

3.3 Ozone time series analysis

To further examine the simulation of the 2003 August event ozone, we compare hourly observed surface ozone concentrations from EMEP stations with modelled ozone concentrations (Fig. 5) for four regions: (1) a selection of eight representative European stations noted by Solberg et al. (2008) including: Donon (FR08), Revin (FR09), Morvan (FR10), Peyrusse-Vieille (FR13), Campisabalos (ES09), Kosetice (ZC03), Waldhof (DE02), and Ueckermünde (DE26; this station replaces the Zingst site due to lack of data availability), (2) stations located in Northern Europe (defined as all EMEP sites north of 50° N), (3) stations in Central Europe (EMEP sites within the latitude range of 47–50° N), and (4) stations in Southern Europe (EMEP stations south of 47° N).

When averaged over the eight representative stations, the model captures the observed diurnal evolution of the ozone episode (Fig. 5a). Daily minima and maxima are well reproduced by the model with biases less than 5 ppb. Most notably, RegCM-CHEM captures the sharp decrease in daily ozone maxima from 70–80 ppb during the early August event to 50–60 ppb at the end of the event on 14 August. After this date, modelled concentrations are greater than observed with a daily maximum bias of 5–10 ppb. In the Northern Europe region (sites north of 50° N), measured-modelled agreement is also strong with daily maxima typically within 5 ppb of observed concentrations. During the ozone event in the Northern region, the model predicts ozone minima up to 12 ppb greater than observed and is likely due to the higher than observed $T_{\text{min}}$ in this region (Fig. 3a). This bias is reduced after the passage of the frontal system on 15 August in concert with an improvement in measured-modelled temperature agreement. In the Central European region (47–50° N), the model captures the diurnal variations over the month of August, yet frequently underestimates the ozone maxima during the main part of the event (Fig. 4c) and we note that this time period is also one where the $T_{\text{max}}$ bias is over 5 K (Fig. 3b). After the heat wave breaks on 14 August, ozone concentrations are sometimes greater than observed and sometimes less; no clear bias is evident and these variations are not correlated with temperature biases. In the Southern region, the model underestimates the ozone maxima in the latter half of the heat wave event (6–12 August) in
conjunction with substantial cool biases in $T_{\text{max}}$, yet overestimates $T_{\text{max}}$ in the second half of the month. After the heat wave, modelled ozone minima are also higher than observed, showing a shifted diurnal cycle in the model to higher concentrations. In the southern region, $T_{\text{min}}$ is consistently over predicted and is likely causing the accumulation of ozone even after the conclusion of the event.

Our results are comparable to other regional and global modelling studies of this event. For example, Vautard et al. (2005) used a high-resolution model (CHIMERE) comparable in resolution to RegCM-CHEM4 and found that the model can typically reproduce the diurnal cycle with underestimates of the ozone maxima during the event in the northern part of the domain and overestimates of the maxima in the southern part of the domain. Ordóñez et al. (2010) compared three global chemical transport models (MOZART, MOCAGE and TM5) and found that the models can typically simulate the synoptic conditions that cause the event transition at mid-month, but the ozone bias exhibits a strong spatial variability as noted in our results. Other multi-model evaluations of summer ozone in Europe note that many models can easily simulate the diurnal cycle and generally tend to overestimate the ozone maxima except in cases of unusually high ozone such as the 2003 event (e.g., Delle Monache and Stull, 2003; van Loon et al., 2006; Vautard et al., 2009). Vautard et al. (2009) note an ensemble average overestimate of ozone in northern Europe and an underestimate in southern Europe. While the northern results are consistent with our simulations, the RegCM-CHEM4 over prediction in the southern region may be related to the land surface scheme and temperature feedbacks in this region.

To evaluate potential sources of $O_3$ model bias in addition to those driven by temperature, we examine the diurnal cycles of modelled rates of net chemical production (ozone
Figure 6: Average diurnal cycle of rates during the ozone event (1–14 August 2003; solid lines) and after the ozone event (16–31 August 2003; dashed lines) for (a) modelled rates of net chemical production (ozone production–ozone loss; ppb h\(^{-1}\)) and (b) dry deposition rates (mg m\(^{-2}\) day\(^{-1}\)) for the four regions of analysis (as in Fig. 5; Sect. 3.3). Wet deposition rates were zero over this month.

Production – loss; ppb h\(^{-1}\)) for each region during and after the ozone event (Fig. 5d). During the event (1–14 August 2003), chemical production is highest (up to 5 ppb h\(^{-1}\)) in the Central region and over the 8-station average. Comparatively, net production rates during the daytime are smaller for the Northern and Southern regions (∼3 ppb h\(^{-1}\)); yet nighttime loss rates are much higher in the Northern region likely due to the titration of O\(_3\) by high NO\(_x\) emissions in this region. This increase in nighttime chemical loss may be biased by the lack of diurnal cycle in NO\(_x\) emissions, however, we note that we still observe an overestimation of the nighttime minima in the Northern region suggesting that it is not causing large problems in our model bias. Dry deposition rates for O\(_3\) are greater in the Central region and the 8-station average and are driven by high atmospheric concentrations in these regions, with deposition decreasing in the Northern and Southern region where ozone surface concentrations are lower. After the event (16–31 August), daytime chemical production rates drop by about 40–60 % in the Central and 8-station regions and are halved in the Northern region, with little change in nighttime net chemical loss of O\(_3\). This explains the event-based changes in Fig. 5, with higher ozone concentrations during the event and decreasing after the event. The Southern region does not show as strong a shift in O\(_3\) concentrations after the event as other regions (Fig. 5), reflected in small changes in the net production rate during and post-event (∼10 %) and could be attributed to the increased role of biogenic VOC in this region. Dry deposition rates decrease by about 25–40 % after the event in the Central and 8-station region, with greater decreases in the North (60 %) and less decreases in the South (30 %). Overall, both changes in chemistry and deposition contribute to the decrease in ozone concentrations after the event.

We note that there are several physical and emissions processes that could be contributing to these modelled-observed discrepancies. First, there is an overall warm bias in RegCM-CHEM4 in the southern Mediterranean, which could amplify the online isoprene emissions and ozone formation and lead to higher modelled concentrations than observed. For example, in the Central and Southern regions, the model tends to simulate more ozone than observed in the second half of August 2003. Other studies have noted the role of drought stress during this time period, where the heat and drought stress over Europe have been postulated to increase stomatal closure, reduce dry deposition and increase ambient ozone concentrations (Solberg et al., 2008). Our simulations are slightly warmer than observed and because of the coupled land-atmosphere nature of the RegCM model, they likely capture this drought-deposition feedback and are not likely the cause of our ozone biases.

### 3.4 Ozone precursors

An evaluation of ozone precursors including NO\(_2\) concentrations and two select VOC species can provide further insight into model behaviour. We note the reduced sampling
Fig. 7. Observed (black) and modelled (red) surface NO\textsubscript{2} concentrations (ppb) for (a) one of the eight representative EMEP stations (ES09), (b) 10 EMEP stations in Northern Europe (latitudes greater than 50° N), (c) 1 EMEP station in Central Europe (latitudes 47–50° N), and (d) 11 stations in Southern Europe (latitudes less than 47° N).

frequency in both space and time for VOC from the EMEP network. Most VOCs are only measured twice per week and there is lack of data from multiple stations during August 2003. Furthermore, it is difficult to make direct comparisons of the lumped VOC species in CBM-Z with measured VOC. Therefore, we compare two VOC species important for our analysis: (a) isoprene, a primary biogenic emission and (b) formaldehyde (HCHO), an oxygenated VOC that can result from primary anthropogenic emissions, but its dominant source in the atmosphere is via the oxidation of anthropogenic and biogenic VOC.

Figure 7 shows a time series of August 2003 NO\textsubscript{2} observations versus observations, spatially grouped in the same manner as the ozone evaluation (Fig. 5). This includes the “eight representative stations,” where only one of these eight stations measures NO\textsubscript{2} (ES09), Northern Europe (10 stations), Central Europe (1 station) and Southern Europe (11 stations). In general, the model predicts a regular diurnal cycle with higher concentrations than observed. Additionally, the model frequently misses high-concentration events present in the observations. This is not surprising because the model’s daily variability is driven by meteorology as emissions only vary on the monthly time scale. Observed values range from 4–12 ppb in Northern Europe, 4–20 ppb in Central Europe, and 1–7 ppb in Southern Europe. At the ES09 station, the model over predicts NO\textsubscript{2} concentrations by several ppb over most of the month and also slightly underestimates nighttime NO\textsubscript{2} by 0.5–2 ppb. At the Northern European stations, the model overestimates daily maxima by 10–20 ppb, with reduced biases at the Central and Southern Europe stations. The single Central Europe site has the greatest NO\textsubscript{2} concentrations (ranging up to 20 ppb) with decreasing values in
Southern Europe, and the model reproduces these broader spatial patterns. As noted above, the goal of the development simulations presented here is to produce climatological simulations of ozone with monthly emissions, therefore, we expect that the model will have difficulty reproducing these daily events. We also note that many modelling studies find that observed NO$_2$ is much higher than modelled, and this has been attributed to NO$_2$ measurement errors (e.g., Dunlea et al., 2007; Lamsal et al., 2008), NO$_2$ sampling location biases (e.g., sensors located very close to emission sources) and the effects of model grid cell resolution on the resulting NO$_2$ chemistry (Valin et al., 2011). The biases presented here suggest that a higher time resolution than monthly emissions is likely needed to capture these specific ozone events. Despite these limitations, Fig. 7 indicates that the model generally represents the proper spatial range of NO$_2$ concentrations and this likely leads to the good measured-modelled agreement of ozone concentrations as discussed in Sect. 3.3.

VOC measurements at the EMEP stations are more limited than NO$_2$, with a total of 11 stations reporting VOC data and 8 stations reporting carbonyl data in our model domain. Because of these limits in space and time, scatter plots compare observed isoprene concentrations versus modelled concentrations at twelve stations in August 2003 (Fig. 8a–c) and observed HCHO concentrations versus modelled HCHO (Fig. 8d–f). Isoprene is a predominantly biogenically emitted species with online model emissions, meaning that RegCM temperature and radiation data is used to drive hourly emission calculations. Observed isoprene concentrations range from 0–1.2 ppb in Northern Europe, 0–0.5 ppb in Central Europe and up to 4.5 ppb in Southern Europe. The model captures these general regional trends, although $R^2$ values are extremely low. In Southern Europe, modelled concentrations are about a factor of two higher than observed. We attribute this model overestimate to the warm temperature bias present in RegCM-CHEM4, which can increase the amount of biogenic isoprene emitted due to the online emissions scheme.

Measured HCHO values range up to 6–8 ppb in Northern and Central Europe, with slightly lower values in the Southern Europe (up to 4 ppb) (Fig. 8d–f). Higher values in Northern and Central Europe suggest an anthropogenic oxidation component to observed concentrations, as these are collocated with many of the primary anthropogenic VOC emissions. In all regions, the model underestimates observed concentrations by a factor of 2–4. With only few ground-level observations to evaluate, it is difficult to pinpoint the cause of these discrepancies, but they suggest that oxidation in the model may be too slow particularly in the more urbanized regions of northern and central Europe.

### 3.5 VOC and NOx sensitivity

Past studies have evaluated the sensitivity of ozone formation in Europe to the two main ozone precursors and have noted that northwestern Europe is typically VOC-sensitive transitioning to NO$_x$-sensitive to the south (Beekman and
Previous studies have shown that NO\textsubscript{y}-sensitive conditions are generally associated with low values of NO\textsubscript{y} during the afternoon (concurrent with the time of elevated O\textsubscript{3}) and that VOC-sensitive conditions are associated with higher NO\textsubscript{y} (Milford et al., 1994; Sillman and He, 2002; Beekman and Vautard, 2010). The NO\textsubscript{y} threshold for VOC- versus NO\textsubscript{y}-sensitivity can vary depending on location, with inter-regional differences caused by the overall VOC/NO\textsubscript{y} ratio, meteorological conditions and the influence of ozone advection. In the United States, VOC-sensitive conditions have been defined as NO\textsubscript{y} = 11–50 ppb and NO\textsubscript{y}-sensitive locations displaying NO\textsubscript{y} = 3–12 ppb (Milford et al., 1994). In Europe, these values have been determined to be slightly lower than the United States and VOC-sensitive regimes have been noted as 6–13 ppb in southwestern Germany (Vogel et al., 1999) and ranging from 6–9 ppb depending on location in continental Europe (Beekman and Vautard, 2010).

Figure 9 shows the distribution of NO\textsubscript{y} at the peak of the ozone episode (average 14:00 UTC concentration in August 2003). High NO\textsubscript{y} concentrations are generally located near the main NO\textsubscript{x} sources in the model, including southern British Isles, the Benelux states and Western Germany as well as few locations in northern Italy and the south of France. This suggests that the model is VOC-sensitive in the southern portion of the British Isles and across some of Northern Europe, as noted in other studies (Beekmann and Vautard, 2010). NO\textsubscript{y} concentrations in Spain and the southern portion of Italy are lower (typically less than 6 ppb) suggesting NO\textsubscript!-sensitivity in this region. The apparent plume of high NO\textsubscript{y} extending south into the Mediterranean from the coast of France is noteworthy. This plume corresponds to reduced O\textsubscript{3} relative to the surrounding region and most likely represents slower formation of O\textsubscript{3} in a high-NO\textsubscript{x} plume. The model emissions inventory slightly exaggerates the coastline emissions due to re-gridding from a 0.5° rectilinear grid to the projected 60 km grid, resulting a slight shift in the emissions over water (Fig. 1a). Elevated NO\textsubscript{y} in urban plumes transported over water due to the combination of high NO\textsubscript{x} emissions near the shore and suppressed vertical mixing over water have been described previously (Sillman et al., 1993; Neuman et al., 2006). These plumes are generally VOC-sensitive, in contrast to the likely NO\textsubscript{x}-sensitive conditions over the rest of the Mediterranean. Velchev et al. (2011) report instances of decreased O\textsubscript{3} coincident with high aerosols found during ship-based measurements in the western Mediterranean, which they attribute to removal of O\textsubscript{3} by NO\textsubscript{x} in high-emission regions near harbours. The observed instances were found immediately downwind of Marseille and Barcelona, but relatively close to the urban centres. Therefore, this elevated NO\textsubscript{y} plume is likely a combination of emissions being shifted slightly away from the coastline and the subsequent meteorological effects of this shift.

In general, the distribution of NO\textsubscript{y} concentrations look similar to other regional chemistry models (e.g., Beekman and Vautard, 2010), with the exception of emissions along the southern coast of France extending out over the Mediterranean. This area has the highest NO\textsubscript{y} concentrations in the model domain and is likely due to the relatively high NO\textsubscript{x} source in the region from our selected inventory. Extreme temperature events such as the 2003 event may cause a shift in the VOC-NO\textsubscript{x} sensitivity of these regions as noted in Vieno et al. (2010). Overall, these results suggest that the model is simulating the proper photochemical regimes necessary to capture ozone formation.

4 Climatological ozone simulation

The 2003 European ozone event analysis presented in Sect. 3 indicates that the model simulates ozone well compared to observations for short-term (e.g., event-based) analysis. Here we evaluate results from a continuous six-year integration over the same domain to provide evidence of the RegCM-CHEM’s ability to perform long-term simulations of ozone.
Modelled seasonal average surface air temperatures for winter (DJF) and summer (JJA) show the seasonal cycle of temperature (Fig. 10a, b), with modelled biases as compared to CRU gridded temperatures (Fig. 10c, d). Winter biases in continental Europe typically are less than 2 K, with a warm bias in northern Scandinavia and Eastern Europe of 3–5 K and a slight cool bias over northern Africa of 3–4 K. In summer (Fig. 10d), a slight warm bias (less than 2 K) exists throughout continental Europe, with a stronger warm bias over the Alps and central Italy (3–6 K). Overall, however, the temperature biases in RegCM remain small over much of the ozone evaluation region with the exception of the high-altitude areas in the Alps. Past studies with older model versions (RegCM3) have a persistent cool bias (Giorgi et al., 2004; Zanis et al., 2009; Patarcic and Brankovic, 2012), yet RegCM4 simulations show a warm JJA bias in northern Europe and minimal bias in southern Europe (Giorgi et al., 2012) similar to these simulations.

To evaluate the modelled ozone concentrations from the long-term climate simulations, we implement the ground-based EMEP ozone observations as described in Sect. 3, including the eight representative stations, northern Europe (30 stations), central Europe (28 stations) and southern Europe (25 stations). We compare modelled monthly average daily maxima with ground-based EMEP observations over the six years of analysis (2000–2005) for each of the regions (Fig. 11). For the eight representative stations, the model over predicts ozone concentrations in most of the summers except for the 2003 heat wave event, where observed and modelled concentrations have similar average monthly summer maxima (70 ppb). Modelled winter concentrations are within 5 ppb of observed values (∼30 ppb). In the Northern Europe region, the observations exhibit a bi-modal peak in the
ozone maxima, with the highest concentrations in April (up to 50 ppb) followed by second maxima in July. The model does not reproduce this bi-modal nature of the seasonal cycle and predicts a single seasonal maximum in June. The modelled summer ozone bias improves in the Central and Southern Europe stations, with measured and modelled averaged monthly daily maximum ozone concentrations typically within 5 ppb. In Central Europe, the model predicts slightly higher concentrations than observed, particularly in the latter half of the summer. As with the Northern Europe region, the model exhibits a slight shift to the month of peak summer concentrations, with the modelled seasonal cycle lagging the observed cycle by approximately one month. In Southern Europe, the model also exhibits a slight bias to the summertime concentrations of about 5 ppb and the same seasonal shift to the ozone concentrations. We note that these results differ from other seasonal evaluations of ozone with RegCM, where Zanis et al. (2011) underestimated monthly summer values in all regions, whereas our results indicate an over-prediction of summer ozone. While both studies use the RegCM meteorological to drive meteorology, we note that we are using a different chemical mechanism, land surface model and biogenic VOC emissions inventory than Zanis et al. (2011) that may lead to some different temperature responses particularly in southern Europe.

Interestingly, the modelled seasonal cycle exhibits slight interannual variability compared to the observations. The unusual heat wave event of August 2003 is evident in the observations, particularly at the eight representative sites and the Central Europe and Southern Europe stations. While the model simulates the ozone event of this year fairly well, concentrations in other years are frequently higher than observed, particularly at several of the Central European stations. We note the lack of interannual variability in the chemical boundary conditions in these simulations (see Sect. 2.7), and it is possible that this is a contributing factor. This lack of strong interannual variability is currently being explored with separate simulations in the European and other regional domains.

5 Conclusions and recommendations

In this paper, we describe a newly developed, online, integrated chemistry-climate model (RegCM-CHEM4) designed to conduct high-resolution, long-term simulations of climate and tropospheric ozone. We provide evidence that the
RegCM-CHEM4 can simulate event-driven ozone concentrations in August 2003 as well as a long-term seasonal cycle of ozone. For the August 2003 event analysis, we find that the model is able to reproduce the overall diurnal cycle of ozone and the sharp shifts in concentrations due to meteorological conditions. Analysis of the full six years of simulation indicates that the coupled chemistry-climate model can reproduce the seasonal cycle of ozone, with an overestimation of ozone in the non-event years of 5–15 ppb depending on the geographic region.

In this manuscript, we neglect the feedbacks from the radiative forcing of ozone, essentially decoupling the atmospheric chemistry and dynamics, a feedback that will be discussed in subsequent manuscripts. Future model evaluation tasks will include an assessment of the radiative forcing produced by ozone in these simulations and the impacts of online chemistry on the simulation of atmospheric aerosols in the RegCM-CHEM4 aerosol tracer model. The simulations presented here highlight shortcomings with the model boundary conditions that may affect our ability to simulate the interannual variability of ozone, including the effects of using non-climatological chemical boundary conditions for decadal scale simulations. Future simulations will test the effects of using time-variant boundary conditions at the lateral and top boundaries. For event-based simulations, the evaluation of ozone precursors suggests that higher time resolution emissions inventories for key precursors such as NOx are needed, and we are currently developing a new emissions pre-processor to develop emissions inventories at weekly to hourly time scales. An additional future model development task is to include the addition of a full thermodynamic aerosol model to replace or use in conjunction with the existing RegCM4 aerosol transport scheme (Giorgi et al., 2012), and the development of wet removal by the cumulus precipitation parameterization.

Despite these model limitations and the need for additional simulations and evaluation over other regions of the globe, the results presented here show that the model can perform accurate simulations of regional ozone for use in chemistry-climate studies. Future studies will investigate the model over other domains and conditions, with the intent of performing decadal scale simulations of ozone, model intercomparisons with other regional chemistry-climate models, and improving the representation of interannual ozone variability.
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