Interactive coupling of regional atmosphere with biosphere in the new generation regional climate system model REMO-iMOVE
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Abstract. The main objective of this study is the coupling of the regional climate model REMO with a new land surface scheme including dynamic vegetation phenology, and the evaluation of the new model version called REMO with interactive MOSaic-based VEgetation: REMO-iMOVE. First, we focus on the documentation of the technical aspects of the new model constituents and the coupling mechanism. The representation of vegetation in iMOVE is based on plant functional types (PFTs). Their geographical distribution is prescribed to the model which can be derived from different land surface data sets. Here, the PFT distribution is derived from the GLOBCOVER 2000 data set which is available on 1 km × 1 km horizontal resolution. Plant physiological processes like photosynthesis, respiration and transpiration are incorporated into the model. The vegetation modules are fully coupled to atmosphere and soil. In this way, plant physiological activity is directly driven by atmospheric and soil conditions at the model time step (two minutes to some seconds). In turn, the vegetation processes and properties influence the exchange of substances, energy and momentum between land and atmosphere. With the new coupled regional model system, dynamic feedbacks between vegetation, soil and atmosphere are represented at regional to local scale.

In the evaluation part, we compare simulation results of REMO-iMOVE and of the reference version REMO2009 to multiple observation data sets of temperature, precipitation, latent heat flux, leaf area index and net primary production, in order to investigate the sensitivity of the regional model to the new land surface scheme and to evaluate the performance of both model versions. Simulations for the regional model domain Europe on a horizontal resolution of 0.44° have been carried out for the time period 1995–2005, forced with ECMWF ERA-Interim reanalyses data as lateral boundary conditions.

REMO-iMOVE is able to simulate the European climate with the same quality as the parent model REMO2009. Differences in near-surface climate parameters can be restricted to some regions and are mainly related to the new representation of vegetation phenology. The seasonal and interannual variations in growth and senescence of vegetation are captured by the model. The net primary productivity lies in the range of observed values for most European regions. This study reveals the need for implementing vertical soil water dynamics in order to differentiate the access of plants to water due to different rooting depths. This gets especially important if the model will be used in dynamic vegetation studies.

1 Introduction

Regional climate change information can be derived by downscaling simulations of general circulation models (GCMs) with regional climate models (RCMs). The spatial resolutions of GCM simulations within the frame of the Coupled Model Intercomparison Project Phase 5 (CMIP5) are in the range of 4° to 0.5° (Taylor et al., 2004), but the standard resolution for long-term climate projections is in most cases coarser than 1°. This coarse resolution is not able to sufficiently represent local-scale phenomena like extreme events, circulation characteristics due to orographic effects, structured coast lines or interlaced land use. RCMs have been
developed to overcome the mentioned effects of scale and to gain more insight into the regional aspects of climate change (Giorgi, 2006). In the past years, RCMs have progressed from pure atmosphere models to climate system models, by coupling with regional ocean and vegetation models. This enables the RCMs to represent biogeophysical, biogeochemical and biogeographical aspects, like carbon cycle or land use practices, in high spatial detail.

A key challenge related to this is the refined representation of surface heterogeneity not only in geographical terms but also in a process-based manner. On the one hand, this will lead to the detailed process description of different surface types and the ability to model short-term surface–atmosphere feedback. On the other hand, long-term phenomena like the carbon cycle or climatic induced land use change can be studied due to the introduction of new processes and variables.

A number of studies reveal that the land surface representation in climate models substantially influences the quality of the simulated climate. A change in the model land surface scheme, which parameterizes the physical processes at the Earth’s surface, will lead to differences in the exchange between land surface and atmosphere due to modifications in heat, moisture and momentum fluxes. Avisar and Pielke (1991) show in their early study that mesoscale atmospheric circulation could be influenced by the representation of stomatal conductance because of the important control of the Bowen ratio. Lu et al. (2001), Steiner et al. (2009) and Davin et al. (2011) clearly showed that modifications in model land surface schemes alter the modelled climate.

In the early surface models the annual phenology of vegetation was static. The annual course was shaped like a sine curve, with the peak in summer. This representation lacks the influence of interannual variations in temperature and precipitation on vegetation phenology. In sophisticated interactive land surface schemes the phenology is not static but is able to react directly to the simulated weather and climate conditions.

The aim of this study is to describe and evaluate the coupling of the regional climate model REMO to a vegetation model, which interactively responds to atmospheric and soil moisture conditions. The land surface scheme used is the vegetation model of the Max Planck Institute Earth System Model MPI-ESM (Atmosphere: ECHAM6 (Stevens et al., 2013), Ocean: MPI-OM (Marsland et al., 2003), Land: JSBACH (Reick et al., 2013; Broykin et al., 2013; Roeckner et al., 2003)). The coupling of REMO and parts of JSBACH introduces an interactive vegetation representation into the regional climate model. It brings in more complex parameterizations of vegetative processes, since the vegetation model includes a process-based representation of evapotranspiration as it resolves explicitly plant photosynthesis and its control on stomatal conductance. The new model version is called REMO-iMOVE: REMO with interactive MOsaic-based VEgetation.

Here, we investigate how the modelled vegetation processes in JSBACH are able to react to the conditions in atmosphere and soil simulated by REMO, and how they feedback to the simulated near-surface climate. Further, we analyse the new quantity of net primary productivity of plants and how they relate to measured rates.

First, we introduce the coupled model system REMO-iMOVE. Then, we describe our model experiments, observational data sets and our evaluation method for the European model domain. The evaluation results are presented in detail, demonstrating the capabilities of the new model version REMO-iMOVE and its influence on simulated climate characteristics in Europe. The main results are discussed in a summary section, and finally, we draw our conclusions.

2 Methods

2.1 Model description

2.1.1 REMO

The regional climate model REMO was developed at the Max Planck Institute for Meteorology in Hamburg (Jacob and Podzun, 1997; Jacob, 2001) and is based on parts of the German Weather Service EM-DM model (Majewski, 1991) and the physical parameterizations of the global climate model ECHAM4 (Roeckner et al., 2000). It is under constant development, to keep the model up to date with the latest advancements in climate science. The model constituents are described in various literature (e.g. Pfeiffer, 2006; Kotlarski, 2007; Teichmann, 2010).

As this work is discussing the influence of extending REMO by implementing a new interactive surface scheme, we first describe the currently used surface scheme of REMO in the following.

REMO in the version used here (REMO2009) incorporates a spatially static land surface representation. Physical surface characteristics are defined by soil texture types based on FAO data (Zobler, 1986), by a global data set of vegetation parameters called LSPII (Hagemann et al., 1999; Hagemann, 2002) and a horizontal distribution of major ecosystem types (Olson, 1994). The derivation of snow-free surface albedo from MODIS satellite data is described in Rechid et al. (2009). The geographic distribution of vegetation types and its phenology is prescribed and static throughout the whole simulation Rechid and Jacob (2006).

The hydrological properties of the soil are derived from a relatively coarse source and comprise a simple bucket soil water scheme (e.g. described in Kotlarski, 2007). The soil water amount is filled in a single soil moisture reservoir by precipitation and snowmelt, and depleted by bare soil evaporation from the upper 10 cm at most. From below, the water can only evaporate by transpiration. The maximum amount of plant-available water is derived from soil substrate and...
plant root depth (Hagemann, 2002). If the soil moisture content reaches saturation, surface runoff occurs. The lateral movement of water is not explicitly modelled. Soil temperatures are calculated from diffusion equations solved in five discrete layers with zero heat flux at the bottom (10 m depth) according to the scheme of Warrilow et al. (2007).

### 2.1.2 REMO-iMOVE

GCMs have been interactively coupled to vegetation models in order to represent dynamic interactions of vegetation and climate. At the Max Planck Institute for Meteorology the dynamic land surface scheme JSBACH was developed for the GCM ECHAM6, to enhance the capabilities of the GCM towards an Earth System Model (ESM). JSBACH has an advantage compared to models of the LPJ family (Sitch et al., 2003) and other state-of-the-art surface schemes, because it is able to exchange surface fluxes on a model time step basis (approx. 10 min for GCMs, approx. 2 min to 2 s for RCMs). This enables JSBACH to simulate the daily cycle of surface atmosphere interactions. This was a main reason to use JSBACH and to couple it to REMO. A further advantage of JSBACH is the coding similarity to REMO. The physical parameterizations of REMO are based on an older ECHAM version, and the technical coding aspects were beneficial for the development.

The coupled version REMO-iMOVE received all biophysical parameterizations for vegetation modelling of JSBACH, except the dynamic vegetation scheme and the carbon pool parameterization. Nevertheless, land-use change studies can be tackled by providing pre-compiled plant functional type (PFT) distributions to the model every favoured time step. In the following we explain the parts which were implemented into REMO, as well as the coupling methodology.

One of the most distinct advancements of REMO-iMOVE is the introduction of the concept of PFTs. The concept of PFTs consists in the aggregation of various species in use of comparable biophysical characterization and functional traits. Due to this aggregation we are able to handle a small but representative selection of comparable functionality, co-existing in one model grid cell. This concept implicates a mosaic representation of surface vegetation on the biome scale, which allows the explicit representation of up to 16 PFTs within a single grid cell. The 16 PFT classes are differentiated by their major biogeophysical peculiarities and traits (see Table 1).

We base the horizontal distribution of PFT classes on the GLOBCOVER 2000 data set (GLC2000), which is available on 1 km × 1 km horizontal resolution (Bartholome and Belward, 2005). The classification of GLC2000 contains not only classes which can closely be mapped into PFTs (e.g. needleleaf trees), but also contains mixed vegetation classes (e.g. mixtures of trees and shrubs), which need a further separation into PFTs.

Table 1. Plant functional types incorporated in the model.

<table>
<thead>
<tr>
<th></th>
<th>Plant functional type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Tropical broadleaf evergreen trees</td>
</tr>
<tr>
<td>2</td>
<td>Tropical deciduous trees</td>
</tr>
<tr>
<td>3</td>
<td>Temperate broadleaf evergreen</td>
</tr>
<tr>
<td>4</td>
<td>Temperate deciduous trees</td>
</tr>
<tr>
<td>5</td>
<td>Evergreen coniferous trees</td>
</tr>
<tr>
<td>6</td>
<td>Deciduous coniferous trees</td>
</tr>
<tr>
<td>7</td>
<td>Coniferous shrubs</td>
</tr>
<tr>
<td>8</td>
<td>Deciduous shrubs</td>
</tr>
<tr>
<td>9</td>
<td>C3 grass</td>
</tr>
<tr>
<td>10</td>
<td>C4 grass</td>
</tr>
<tr>
<td>11</td>
<td>Tundra</td>
</tr>
<tr>
<td>12</td>
<td>Swamp</td>
</tr>
<tr>
<td>13</td>
<td>C3 crops</td>
</tr>
<tr>
<td>14</td>
<td>C4 crops</td>
</tr>
<tr>
<td>15</td>
<td>Urban</td>
</tr>
</tbody>
</table>

On the basis of the fact that vegetation cover is closely connected to climatic regimes (Schultz, 2002), we can connect the vegetation cover information of GLC2000 to the ecosystem classification of Holdridge (1964). With these two information sources an allocation of the mixed GLC2000 classes into PFTs is possible.

The ecosystem classification of Holdridge uses the parameter biotemperature, which is computed according to Eq. (1). Another parameter used is the annual amount of precipitation:

\[
\text{Biotemperature} = \left[ \sum_{i=1}^{12} \frac{\text{monthly_mean_temp}(i)}{12} \right] /12. \quad (1)
\]

Biotemperature and precipitation were computed using the climatological mean values of CRU3 gridded observation data from 1970 to 2000 (Mitchell and Jones, 2005). The resulting ecosystem type classification based on Holdridge is shown in Table 2.

For each class of the GLC2000 data set we can derive a matrix, based on the ecosystem classes in Table 2, to allocate the mixed vegetation types into PFTs according to the prevailing climate conditions at the grid box location. Table 3 gives an example on how a GLC2000 class “mosaic vegetation” (grassland/shrubland/forest (50–70 %)/cropland (20–50 %)) is allocated to PFTs. In a wet forest climate type for example (annual precipitation sum of 1000–2000 mm/biotemperature of 6–12 °C), the surface cover of the GLC2000 class would be split into 40 % of PFT 13 (C3 cropland), 25 % of PFT 4 (deciduous trees), 25 % of PFT 5 (evergreen coniferous) and 10 % PFT 13 or 14 (C3/C4 grass).

All the allocation tables to translate GLC2000 classes into PFTs are developed under consideration of suitable vegetation cover of the given climatic region taken from various literature and can be received upon request, but are not considered essential for the understanding at this point.
Surface radiation fluxes are determined by the surface albedo. Therefore the albedo representation of the surface plays an important role in climate models. In REMO-iMOVE the total grid cell albedo for the land part is composed of the albedo of vegetation, bare soil and snow and is computed at each model time step. Vegetation albedo is fixed for each PFT. Bare soil albedo is determined by combining the distribution of soil types (Harmonized World Soil Database (FAO/IIASA/ISRIC/ISSC/ICTP, 2009)) with satellite-derived albedo information for soil types in their dry state (Tsveltsinskaya et al., 2011). Albedo characteristics of soils, which are not present in the study of Tsveltsinskaya et al. (2011) were taken from Bonan (2002). To get a more realistic soil albedo, the raw soil albedo values ($\alpha_{\text{soil}}$) are combined with a value for litter albedo ($\alpha_{\text{litter}} = \text{constant} = 0.12$), by using a function depending on the PFT types which are present in the grid cell in order to represent the influence of litter on soil albedo ($\alpha_{\text{soil+litter}}$). This method is a workaround because the model does not incorporate carbon pools. Therefore it is not known how fast the litter is decomposed and how much litter is accumulated. Litter decomposition is dependent on climate and soil microbiological characteristics. So far we tried to represent the litter accumulation and its influence on soil albedo based on very simple assumptions. Offline tests show that the effect of this feature is nearly negligible for European conditions shown in this study. The bare soil part, where the effect is visible, is very sparse in vegetated grid cells. In regions where vegetation is not present, also the soil darkening due to litter is zero and only the soil albedo is visible which is derived by satellite measurements. In winter, when the bare soil part is visible in most PFTs, distinct changes are seen due to snow-masking effects.

Soil moisture also has a large influence on the albedo of soils. Peterson et al. (1979) show a linear correlation between albedo decrease with soil moisture. They also state: “the lighter the soil, the greater the loss in reflectance”. Muller and Decamps (2001) also found a slight linear relationship of the albedo decrease due to wetting as well as a spread in the reflectance behaviour due to different soil textures. In REMO-iMOVE we use a negative exponential relationship between increasing soil moisture and albedo decrease. Offline tests showed that the model inherent soil water bucket scheme better fits, if this negative exponential relationship is used. This finding needs to be revised, if the model will be advanced by a multi-layer soil moisture representation. The ratio of the actual soil moisture $\text{WS}_{\text{act}}$ and the soil moisture content at field capacity $\text{WS}_{\text{fcap}}$ scales the relationship:

$$\alpha_{\text{soil+litter-wetted}} = \alpha_{\text{soil+litter}} \times \exp\left(-0.1 \frac{\text{WS}_{\text{act}}}{\text{WS}_{\text{fcap}}} \right).$$

We assume that above field capacity the soil is darkest, even when wetted further. The lower limit of the soil moisture in this context is given by the permanent wilting point, where we assume that the soil looks dry and therefore is brightest. Here $\alpha_{\text{soil+litter}}$ is used.

The field capacity and wilting point percentage values referred to in the paragraph above are related to the maximum water-holding capacity of the soil volume of a grid box. This maximum water-holding capacity is determined by the soil substrate. The amount of water that is available for plants is dependent on their root characteristics. In REMO as well as in REMO-iMOVE the parameterization described in Hagemann (2002) is used for determining the water-holding capacity of a grid box from soil substrate and vegetation root characteristics.

From the radiation interaction with the soil and vegetation due to reflectance issues, we come to the radiation interaction within the plant canopy, plant productivity and stomatal control. All these parts are taken from the BETHY model (Knorr, 1998) which is a part of JSBACH. BETHY models the radiation interaction with the canopy, photosynthesis, dark respiration and stomatal conductance.

The radiation interaction within the canopy is modelled by the two-stream approximation proposed by Dickinson (1983) and Sellers (1985). In this theory, it is assumed that the distribution of scatterers in the canopy is completely homogeneous, so that the radiation distribution within the canopy is horizontally invariant. The product of this routine is the fraction of photosynthetically active radiation absorbed by the plants in the grid box (fAPAR). Having fAPAR modelled, the photosynthetic rate and dark respiration is computed using
the amount of soil water, temperature, atmospheric pressure, and the PFT-specific values for leaf area index (LAI), electronic transport capacity and carboxylation rate, as well as the atmospheric CO₂ concentration. The computation of the photosynthetic rate follows the standard approach used in vegetation modelling, which is the model of Farquhar et al. (1980) for species characterized by the C3 photosynthetic pathway and the model of Collatz et al. (1992) for species using the C4 photosynthetic pathway. The photosynthesis rate determines the amount of plant transpiration based on the stomata resistance of the vegetation. The parameterization of stomatal control follows a model called BETHY described in Knorr (1998).

The net primary productivity of the vegetation cover in a model grid cell is computed by subtracting the dark respiration from the photosynthesis rate for each PFT fraction.

The following explanation of the interactive phenological scheme of JSBACH was acquired by personal communication between the authors and C. H. Reick, T. Raddatz and R. Schnur of the Max Planck Institute for Meteorology, Hamburg, in the years 2010 and 2011.

The interactive phenological scheme is driven by the atmospheric forcing and the soil hydrological state. It is consistent to the formulation of the LPJ philosophy which follows a general logistic growth approach in the form

\[
d\Lambda \over dt = k\Lambda(1 - \Lambda / \Lambda_{\text{max}}) - p\Lambda
\]

with \(\Lambda\): LAI, \(\Lambda_{\text{max}}\): max. LAI, \(k\): growth rate, \(p\): shedding rate.

Four different phenological characteristics are captured by this approach: raingreen, grasses, crops and summergreen. The fifth phenology type is the evergreen type which always assumes the maximum LAI for the PFT. The raingreen phenology depends only on the plant-available water. The PFTs start to increase their LAI value (start to grow), if the plant-available water exceeds the permanent wilting point level. If the plant-available water is above the wilting point level in later time steps and the day-before productivity is positive, raingreen plants grow further at the logistic growth rate. If the water level drops below wilting point, raingreen PFTs die back also at the logistic rate with \(p > k\).

The phenology for grasses is dependent on the plant-available water, as well as on a temperature threshold. If the plant-available water exceeds the wilting point and the temperature is above 5°C, the grass PFTs start to grow. Grass PFTs grow further, at the logistic growth rate \((k > p)\) if the day-before net primary production (NPP) rate is positive, plant-available water is above wilting point and the temperature threshold is exceeded. If the day-before NPP rate is negative but water and temperature are fine, grasses do not grow further, but slightly reduce LAI \((p > k)\). The LAI of grass PFTs is reduced if either water or temperature are below the mentioned threshold.

The crop phenology is modelled like the grass phenology with the supplementary that the temperature needed for growth has to be larger than 10°C. This prevents crops from starting to grow early in spring. The growth rate \(k\) for crops depends on the day-before NPP rate:

\[
k = q \times \text{NPP}_+ \times \text{SLA},
\]

with \(q\): 0.8, \text{SLA}: 0.45, \text{NPP}_+: \text{NPP for NPP} > 0.

Crops are harvested and the LAI is set to a minimum value of 0.1 when the heat sum threshold is met. The heat sum specifies the sum of daily mean temperature exceeding 6°C. The heat sum begins counting on the first day of growth. The exceeding temperature is only summed up if the day before NPP rate was positive. This concept ensures that in warmer climates crops will be harvested earlier, if enough water is present.

The summergreen phenology depends only on soil and air temperatures and can be subdivided into three phases:

- growth phase (spring), characterized by non-zero \(k\) and \(q = 0\),
- vegetative phase (summer), when growth is zero and leaf shedding is small,
- rest phase (autumn and winter), with rapid leaf shedding, growth zero.

The most important points in time the model has to capture are the date when growth starts (spring event) and the date when plant rest begins (autumn event). The beginning of the vegetative phase is modelled by heat summation like in the crop phenology. The spring event is determined following the model of Murray et al. (1989) and depends on the magnitude of daily mean temperatures since the autumn event. The autumn event is triggered by the soil and air temperatures. If the soil temperature falls below a threshold of 10°C and the daily mean air temperature is below the soil temperature, the rest phase begins.

An important improvement in REMO-iMOVE is the parameterization of bare soil evaporation. In REMO, bare soil evaporation is allowed only if the soil water content exceeds 90% of the maximum bucket fill \((W_{\text{max}})\). REMO-iMOVE admits bare soil evaporation also if the soil water content is below the 90% threshold, and couples the resistance against evaporation from the bare ground \((\eta_{\text{bare}})\) to the bucket fill and the area of bare soil in the grid cell. The values of \(\eta_{\text{bare}}\) follow a model-inherent logic: the higher the values, the less water is evaporated from bare soil.

The method built into REMO-iMOVE allows bare soil evaporation at maximum rate \((\eta_{\text{bare}} = 20\%)\), if water is available in the soil \((> 35\% \text{ of } W_{\text{max}})\) and if the vegetation cover is minimal \((\text{LAI} < 1)\). Here the shadowing of the soil due to plants is only fractional. If bare soil shadowing by plants is abundant \((\text{LAI} > 1)\), the resistance against bare soil evaporation will take a higher value \((\eta_{\text{bare}} = 45\%)\) if enough...
water is present (> 90% of WS<sub>max</sub>). If the water availability is limited (< 90% of WS<sub>max</sub>) the resistance against bare soil evaporation will increase (η<sub>bare</sub> = 55%). If the soil water drops to minimum values (< 35% of WS<sub>max</sub>), the bare soil evaporation is rather inhibited (η<sub>bare</sub> = 90%).

The introduced method distinctly improves the standard parameterization in REMO, even if it is far from perfect. A clear disadvantage of the scheme is that it does not capture the transition zones in bare soil evaporation regimes. This can only be overcome by a soil hydrological parameterization with a multi-layer soil model, but that was beyond the scope of this coupling study.

2.1.3 Coupling between REMO and JSBACH

REMO and JSBACH are technically very similar. This similarity made it possible to implement subroutines of JSBACH directly into the REMO model code. Therefore, the coupling between the two models could be realized on a model time step basis without significant loss of computational performance. This is because the model physics, which the new model constituents are based on, only take minimal computation time compared to other parts of REMO. Figure 1 shows the concept of the coupling and the computations done by the iMOVE (JSBACH) sub-model. Here we show only the most important parameters and processes. In the left box the directly concerned processes and parameters of standard REMO are shown in blue and grey. On the right-hand side the new processes and parameters are shown in green, yellow and grey. Green parameters mean that a quantity is processed for each PFT of a grid cell. Yellow parameters are accumulated as a weighted PFT average for the grid cell and reported back to REMO. Grey boxes represent processes.

The canopy absorption model of iMOVE gets the photosynthetically active radiation of REMO and together with the LAI for each PFT the fAPAR is computed (ABSORPTION IN CANOPY). fAPAR is used together with atmospheric CO<sub>2</sub>, pressure, temperature, atmospheric moisture and LAI to derive the water-unlimited photosynthesis rate and unstressed stomatal conductance (PHOTOSYNTHESIS water unlimited). The water stress factor is computed using the soil water content of REMO (the hydrological soil parameterizations in REMO and ECHAM6 are similar). The photosynthesis rate and stomatal conductance are computed using unstressed quantities combined with the computed water stress factor (PHOTOSYNTHESIS water limited). The actual photosynthesis rate is the basis for the net primary production (NPP). The actual stomatal conductance is given back to REMO to compute the surface evaporation fluxes. NPP, soil moisture, temperature and the model time step are used in the phenology model to derive the updated LAI (PHENOLOGY). The surface vegetation ratio (VGR) is derived from the LAI via Beers extinction law for each PFT. The VGR for the whole grid cell is based on weighted PFT values. The grid cell albedo is updated using soil albedo, vegetation albedo, snow cover, and the water fraction, if open water is present in the grid cell. The grid cell roughness length (Z0) is computed using vegetation and soil roughness length on weighted PFT basis (UPDATE LAND SURFACE). The updated and accumulated physical surface parameters for each grid cell VGR, LAI, albedo and Z0 are passed to the surface flux computations of REMO. The dynamic coupling of surface and vegetation processes to the atmosphere represents interactions between land and atmosphere and hence adjusts the surface parameters based on the atmospheric forcing. In turn, the surface and vegetation feed back to the atmospheric state.
### Table 3. Allocation of GLC2000 class mosaic vegetation (grassland/shrubland/forest) (50–70 %)/cropland (20–50 %) to PFTs according to the Holdridge ecosystem classes.

<table>
<thead>
<tr>
<th>Biotemp [°C]</th>
<th>Precipitation [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>&lt; 125</td>
</tr>
<tr>
<td>&lt; 3</td>
<td>PFT 13: 35 %</td>
</tr>
<tr>
<td></td>
<td>PFT 12: 30 %</td>
</tr>
<tr>
<td></td>
<td>PFT 11: 35 %</td>
</tr>
<tr>
<td>3 to &lt; 6</td>
<td>PFT 13: 40 %</td>
</tr>
<tr>
<td></td>
<td>PFT 9/10: 60 %</td>
</tr>
<tr>
<td>6 to &lt; 12</td>
<td>PFT 13: 40 %</td>
</tr>
<tr>
<td></td>
<td>PFT 4: 10 %</td>
</tr>
<tr>
<td></td>
<td>PFT 5: 10 %</td>
</tr>
<tr>
<td></td>
<td>PFT 8: 10 %</td>
</tr>
<tr>
<td></td>
<td>PFT 9/10: 30 %</td>
</tr>
<tr>
<td>12 to &lt; 24</td>
<td>PFT 13: 40 %</td>
</tr>
<tr>
<td></td>
<td>PFT 13: 40 %</td>
</tr>
<tr>
<td></td>
<td>PFT 5: 15 %</td>
</tr>
<tr>
<td></td>
<td>PFT 7: 15 %</td>
</tr>
<tr>
<td></td>
<td>PFT 9/10: 10 %</td>
</tr>
<tr>
<td>&gt; 24</td>
<td>PFT 13: 40 %</td>
</tr>
<tr>
<td></td>
<td>PFT 7: 30 %</td>
</tr>
<tr>
<td></td>
<td>PFT 9/10: 30 %</td>
</tr>
<tr>
<td></td>
<td>PFT 7: 50 %</td>
</tr>
<tr>
<td></td>
<td>PFT 9/10: 30 %</td>
</tr>
<tr>
<td></td>
<td>PFT 9/10: 30 %</td>
</tr>
</tbody>
</table>

### 3 Experiments

To check the performance of REMO-iMOVE in comparison to standard REMO we conduct two 11-year simulations under past climate conditions from 1995 to 2005 for the European continent on 0.44° resolution. The models are forced with so-called perfect lateral boundary conditions ECMWF ERA-Interim (Simmons et al., 2006) at 0.7° resolution. To bring the soil thermal properties into equilibrium with the climate, a soil spin-up of 3 years is run beforehand. The soil hydrological conditions are not put into equilibrium to check the adjustment of vegetation cover in the first year. Figure 2 depicts the orography of the model domain projected on a globe.

### 4 Reference data sets

As reference to compare the climatic parameters of the two model runs against, various observational data sets were used. Not all data sets were available for the whole simulation period. For those, the available period was compared. For each observed parameter the monthly mean values averaged over the available time period were compared against the simulations. All observational data sets were remapped to the model grid at 0.44° resolution.

![Orography of the model domain](image-url)
As reference data set for 2 m temperature we use the gridded data sets of the Climate Research Unit version 3.0 (CRU) at 0.5° resolution (Mitchell and Jones, 2005) and the observational data set of the EU FP6 Ensembles project (E-OBS) at 0.5° resolution (Haylock et al., 2008), to get an observation data spread for this parameter. As observational data set for precipitation the CRU version 3.0 product at 0.5° resolution and the Global Precipitation Climatology Centre (GPCC) data at 1.0° resolution (Rudolf and Schneider, 2004) are used, also to get a spread in the observations for this parameter. Surface latent heat fluxes are compared against gridded FLUXNET data at 1 km resolution, processed and published by Jung et al. (2011). The data set is available for the years 1996 to 2001, which is used for the comparison. The simulated annual LAI cycle is compared against the CYCLOPES LAI product at 1 km resolution (Baret et al., 2007). Uncertainties in satellite LAI estimations are known and result mainly from unstable retrieval of LAI from surface reflectances. These can bias satellite-derived LAI magnitudes under some circumstances by 50% (Garrigues et al., 2008). Despite those uncertainties, CYCLOPES data are evaluated against in situ data and show good agreement for all land cover types, except for dense vegetation where LAI is underestimated (Weiss et al., 2007; Garrigues et al., 2008). To evaluate the LAI we employed the described CYCLOPES data for the years 2002 and 2003.

5 Results

5.1 Comparison between REMO2009 and REMO-iMOVE

The modifications in the model REMO-iMOVE result mainly in changes of surface characteristics like albedo, LAI, vegetated part of the grid cell, roughness length, stomatal conductance or plant-available soil water. These variables play an important role in modelling the near-surface climate as mentioned above. In this section, we compare simulation results of the two model versions REMO2009 and REMO-iMOVE for the 10-year time period 1996 to 2005. We will also introduce the new model features of REMO-iMOVE and their importance for climate simulations. We evaluate the model versions on a monthly basis, to be able to describe differences in sub-seasonal processes like snow melting or crop harvesting, which could not be seen in seasonal plots.

First, an overview of changes in the near-surface temperature, precipitation and latent heat flux characteristics is given. In this more general insight, we identify areas where the model versions differ to a large degree. In a second step, we evaluate regions where most distinct modifications occur, in order to understand associated processes. Then, we apply the climate classification of Köppen–Geiger (Koëppen, 1900) to distinguish between different climatic regimes subdivided by regional characteristic units of European landscapes.

Figure 3 shows the distribution of climate types and the landscape units. The climate types are briefly explained in Table 4.

5.1.1 Overview: 2 m temperature

In Fig. 4a and b the deviation of the near-surface temperature (at 2 m height) compared to CRU is shown in Kelvin. In the winter months a pronounced large-scale warm bias reaching up to 3 K over Scandinavia is visible. This bias is reduced in spatial extent in January, but still high in magnitude. It declines until April and reappears again in November. Contrasting to the warm bias, a large-scale cold deviation is evident in most parts of the northeastern domain. The cold deviation with magnitudes of more than −3 K begins to appear in December and strengthens in magnitude and spatial extent until April. It is more pronounced in REMO2009 than in REMO-iMOVE, where especially in March and April the magnitude and extent is significantly reduced. A large-scale cold bias in May in REMO2009, also in the northeastern part of the domain, reaches values up to −2 K. This deviation is largely reduced in REMO-iMOVE.

The Balkans and the northeastern shore of the Black Sea show a warm deviation with magnitudes up to 2.5 K from December to March in REMO2009 (see evaluation regions 8 – Cfb climate and evaluation region 10). This deviation is reduced in REMO-iMOVE, where it totally disappears in March in that region. The months April, May and June are simulated well in both versions. Nevertheless, REMO-iMOVE shows a slightly stronger overestimation of up to 1K in western and central Europe (evaluation regions 3, 5 and 6) compared to REMO2009.
From July on, REMO-iMOVE shows a significant warm feature in magnitude of up to 2.5 K over southwestern Spain, Italy, the Balkans and the North African shoreline (evaluation regions 1 – Csa climate, 2 – Csa climate, 8, partly 10). REMO2009 also simulates the warm feature in southern Spain, Italy and North Africa. In August the warm biases in both model versions still persist, with a significant warm bias over the Balkans unique for REMO-iMOVE (evaluation region 8 – Cfb climate). The bias in southwestern Spain in contrast is relieved in REMO-iMOVE compared to REMO2009. September and October show a large-scale warm bias in REMO-iMOVE over central Europe (evaluation regions 5, 6, 7, 8 – Cfa and Cfb climates, western part of region 10) reaching magnitudes up to 1.5 K. These features are less pronounced, but also present in REMO2009. In the summer months of June, July and August a cold deviation is visible in REMO2009 over the whole of eastern Europe (Dbf climate of evaluation region 10 and 11) with magnitudes up to −1.5 K. This cold bias is no longer evident in REMO-iMOVE. A large-scale cold feature over the Saharan belt is visible in both model versions all over the year with deviations reaching more than −3 K. When comparing to the E-OBS data set (not shown) the main deviations described here show the same patterns, even if the magnitudes differ slightly.

### Overview: precipitation

In Fig. 5a and b the relative difference of precipitation compared to CRU observational data is shown in percent. The first feature visible is the strong deviation in the Saharan belt, which is produced when looking at relative differences of very small numbers in percent. A quantitative comparison is usually not done for such regions and will also not be done here.

In winter and early spring until April, both models show similar deviation patterns with a large-scale overestimation of precipitation by 40 to 60 % for the whole of central and northern Europe. An exception from this general overestimation in winter are the British Isles, which show an underestimation with magnitudes up to 40 to 60 % over the whole year. Also in mountainous terrain (Alps, Balkans, Caucasus) and partly in Spain and Italy an underestimation of precipitation is depicted with magnitudes ranging up to 80 %. In May, we see distinct differences between the model versions. While REMO2009 still shows an overestimation in the whole of central and northern Europe, REMO-iMOVE simulates an underestimation of precipitation over the northern Balkans (evaluation region 8 – Cfb climate). This feature persists and grows in magnitude and extent until September and October (evaluation regions 8, 6, partly 5 and 3). REMO2009 simulates an equally large dry bias in extent and magnitude in August, September and October also for the Balkans region. In September REMO2009 shows an intensive dry bias located over the Balkans, with large-scale magnitudes of up to 100 % less precipitation. This bias is apparent in REMO-iMOVE also, but its magnitude is reduced in most parts. Italy and Greece show a distinct dry bias in both model versions in autumn, with deviations of up to 80 % less precipitation amount.

The simulated precipitation was also compared to GPCC observational data. The panels are not shown here, but as a general noticeable feature, the overestimation of precipitation over central and northern Europe remains, equal to the picture shown when compared to CRU, although the deviation magnitude is smaller and regional differences occur.

The period December to March in contrast, shows an underestimation in parts of western and central Europe in both models.

An important point is the reduction of the dry bias over mountainous areas, especially the Alps and the Caucasus. These areas, in contrast to their comparison to CRU, show an overestimation when compared to GPCC. The summer and autumn dry bias over the Balkans and central Europe in REMO-iMOVE persists in this comparison. A remarkable feature is the intensive dry bias in REMO2009 over the Balkans with magnitudes of up to 100 % less precipitation. Although the bias is evident in REMO-iMOVE also, its magnitude is strongly reduced. The autumn dry bias in Italy and Greece is also a common feature for both models, when compared to GPCC.
5.1.3 Overview: latent heat flux

Figure 6a and b show the deviation of the simulated latent heat flux against gridded FLUXNET data. Please note, that fluxes are defined negative when the flux is directed from the surface to the atmosphere. From November to March, deviations are small due to the energy limitation for evaporation by incoming solar radiation. From May to August, REMO2009 severely overestimates the latent heat flux over the whole European continent by up to 50 W m\(^{-2}\). The extreme cases can be seen in the Mediterranean region and Kazakh Steppe regions (evaluation region 10 – Dfa and BWh climates). In REMO2009 an underestimation takes place in late summer and autumn in the Mediterranean and North African regions. REMO-iMOVE shows similar overestimations like REMO2009, but with lower magnitudes simulated by REMO2009, except for Turkey and northern Spain. In July and August, both model versions show an underestimation in the Hungarian Basin and the Danube delta area. This feature is more pronounced in REMO-iMOVE than it is in REMO2009. In September and October, results of REMO-iMOVE show a slight underestimation of latent heat flux over western and central Europe and the Balkans. REMO2009 shows such a behaviour over Spain. A distinct difference between the model versions is the simulated result in May over northern Scandinavia. Here, REMO2009 shows an overestimation of up to +20 W m\(^{-2}\), whereas REMO-iMOVE shows the opposite.

In Sects. 5.1.1, 5.1.2 and 5.1.3 two main regions can be identified where differences in the model versions REMO2009 and REMO-iMOVE are most pronounced:
The northeastern parts of the domain, where the cold bias in REMO2009 from February to May is reduced in magnitude and spatial extent in REMO-iMOVE (mainly evaluation regions 11 and 15).

The Balkans, Hungarian Lowlands and the west coast of the Black Sea, where the warm bias of REMO2009 from July until October – also called summer drying phenomenon – is increased in extent and strength in REMO-iMOVE. This feature can be entangled with a distinct precipitation and latent heat flux reduction in REMO-iMOVE (mainly evaluation regions 8 and 10).

In Sects. 5.1.4 and 5.1.5, we discuss the major differences between the simulation results and how they are related to physical processes represented in the two model versions.

5.1.4 Reduction of the cold bias in the northeastern part of the domain in winter

The reduction of the cold bias in the northeast of the domain in REMO-iMOVE is related to the fact that the forest cover in that part is increased by 30 to 40% in a large areal extent (Fig. 7). If forest is present in snow-covered landscapes, the albedo of snow which normally uniformly covers the surface is reduced, resulting in less effective radiation reflection. If forest is present the snow albedo in the model $\alpha_{\text{snow}}$ is a function of the surface temperature and the forest fraction $f_{\text{forest}}$ of the grid cell. For $T_s \leq -10^\circ C$ the albedo is fixed to a maximum value for $\alpha_{\text{snow,forest}}$. For $-10^\circ C < T_s < 0^\circ C$ the snow albedo decreases linearly until the minimum value of $\alpha_{\text{snow,forest}}$ is reached at $T_s = 0^\circ C$. The maximum and minimum values of $\alpha_{\text{snow,forest}}$ depend further on the forest fraction...
Figure 6. Differences of surface latent heat flux of REMO2009 vs. FLUXNET and REMO-iMOVE vs. FLUXNET in the period 1995 to 2001.

$f_{\text{forest}}$ and vary from 0.4 to 0.8 and from 0.3 to 0.4, respectively. The lower value is valid for maximum forest fraction $f_{\text{forest}} = 1$, the higher value for minimum forest cover $f_{\text{forest}} = 0$ (Kotlarski, 2007).

Figure 8 shows the differences in surface albedo between the model versions and the snow depth in REMO-iMOVE (REMO2009 is not shown but is almost equal). The distinct decrease in reflectance is correlated to the presence of snow and the increase in forest fraction.

The reduction of the snow-masking effect and the decrease of soil albedo cannot be the reason for the reduction of the cold bias in May, since no snow is present and the albedo is increased in REMO-iMOVE. The 2 m temperature increase in REMO-iMOVE is correlated with a decrease in LAI (not shown). This results in a change of the Bowen ratio towards the sensible heat flux and less evaporative cooling of surface temperatures.

5.1.5 Increase of the warm bias in central eastern Europe from July to October

Mainly the areas of the Balkans, the Hungarian Lowlands and the west coast of the Black Sea are under the influence of a distinct increase in 2 m temperatures in REMO-iMOVE from July until October (evaluation region 8 – Cfa and Cfb climate). The areas showing the warm deviation correlate with a drop in LAI and vegetation ratio (vegetation-covered part of the grid cell – VGR) in REMO-iMOVE (Fig. 9). This decrease in vegetated area decreases the effective amount of transpiration and thus evaporative cooling. This causes an
increase in temperature and sensible heat flux (please note: fluxes are defined negative when directed away from the surface). The increased Bowen ratio causes a drying of the lower atmosphere. The lower atmospheric moisture provides an important part to the whole atmospheric moisture content. Especially in summer, when the local moisture recycling is the main source for precipitation, the decrease in atmospheric moisture is the reason for a reduction in precipitation. The reason for the changes in the vegetation surface parameters LAI and VGR is the improved phenology scheme for crops. In REMO2009, the crops are harvested at a fixed date every year, which is decoupled from the climatic drivers and occurs in late September. The crop phenology in REMO-iMOVE is closely coupled to the atmospheric forcing and thus is able to model the harvest date dynamically – in this case the end of August, beginning of September. Figure 10 shows the LAI annual cycles of both model versions and the CYCLOPES observation data in 2002 and 2003 for the CfA climate in evaluation region 8 (compare Fig. 3). The simulated LAI in REMO-iMOVE closely matches the characteristics of the observational data, not only in magnitude but also in the timing of maximum and minimum values, which is not the case in REMO2009.

5.2 New model features in REMO-iMOVE

In this section, we introduce new parameters and processes which are now represented in REMO-iMOVE.

The introduction of PFTs enables the model to simulate plant physiological behaviour and its direct feedback to the atmosphere. Modelling plant physiological behaviour using the described approach in a regional climate model sets up the basics for climate-ecological experiments on detailed resolution.

The model now takes into account the influence of atmospheric CO₂ concentration to plant stomatal conductance and therefore to surface evaporation. This effect is long known (Betts et al., 1997; Avissar and Pielke, 1991) and some studies show the effects for historical climate simulations (Jeong et al., 2010; Cao et al., 2010). An important point in this respect is the ability of the new model system REMO-iMOVE to connect atmospheric forcing and vegetation response on a model time step basis.

An advantage in terms of climate variability is the interactive coupling of phenology to climatic drivers. Figure 10 clearly shows this advantage. REMO2009 applies a fixed annual LAI and VGR cycle, whereas REMO-iMOVE introduces a further source of inter-annual climate variability, by coupling the LAI and VGR cycle interactively to its direct atmospheric and soil hydrological drivers.

We consider the net primary productivity (NPP), which is modelled for every plant function type in the grid cell, the most important new model output. Modelling NPP directly in a regional climate model, driven by all important forcing variables, enables the modellers to conduct carbon cycle experiments at high resolution. This enhancement in resolution brings opportunities in regions of highly structured or heterogeneous terrain. In the next section we will evaluate this parameter in detail.

5.2.1 Evaluation of the interactive phenological scheme

The vegetation and therefore the phenological scheme of REMO-iMOVE is driven by the atmospheric forcing and soil moisture characteristics. In REMO2009 the phenology was prescribed and could not represent inter-annual variations. Figure 10 shows the LAI courses of REMO-iMOVE and REMO2009 in comparison to CYCLOPES observation data for the years 2002 and 2003. With the collection of evaluation regions shown, we give an overview for regions with high LAI dynamics. Despite some inaccuracies in the length of the vegetative period, the LAI courses of REMO-iMOVE match well with the observation data for the evaluation regions 2, 3, 5 and 8. The LAI maximum is one month late in region 2. The length of the vegetation period is overestimated by one month in region 5. The vegetation period is shifted by a month in region 3, but the magnitudes of LAI match well the observations. The LAI magnitude of evaluation region 9 and 10 is highly overestimated by both models, however the timing of the onset of vegetation is captured well in REMO-iMOVE. Since the phenology is now driven by atmospheric forcing, soil moisture dynamics, vegetation distribution and the phenology model logic, many factors interact to model the LAI course. The onset of vegetation greening of summergreen PFTs is mainly driven by the daily mean temperature. Thus, these PFTs are dependent on the atmospheric forcing. Grass PFTs always grow if sufficient moisture is available and the temperature is high enough. Thus, shortcomings will surely be dependent on the bucket soil scheme.
and the atmospheric forcing. The findings also clearly show that, in comparison to REMO2009, the new model is not only able to react to inter-annual changes in vegetation cover, but also emends some shortcomings in the LAI courses of REMO2009.

5.2.2 Evaluation of simulated net primary productivity

To evaluate simulated NPP values by a climate model is not a straightforward task because of the following reasons. First, the simulated values are representative for a large spatial unit, in our model experiment for grid cells of $50 \times 50$ km$^2$. But productivity of plants is very dependent on local soil characteristics, plant composition and local scale weather conditions. This cannot be directly reproduced in a regional climate model at this scale. Second, plant productivity is further dependent on stand age (Roy et al., 2001), which is a parameter not modelled in REMO-iMOVE. The third point is that observed plant productivity is related to observed local weather conditions of the specific years. A regional climate model which is driven by re-analysed data still can produce somewhat different local weather conditions compared to observations in a specific grid cell at a certain time, since it simulates its “own” regional atmospheric processes inside the regional model domain.

Because of these framework conditions it is clear from the beginning that the climate model can only provide a rough estimate of plant productivity. The aim of this comparison is to show whether the simulated values can be used in transient climate projections, to be able to show how plant productivity behaves under changing climate conditions and to be able to simulate the feedback of temporal NPP variability on climate.

To get to a comparable measure for NPP, we took the areal NPP mean for each PFT in the evaluation regions (climatic regions), since these represent the climate and thus the mean growth conditions for the model years 1996 to 2005. These numbers are compared to single-point measurements taken from several free available measurement campaigns (Esser, 1998), literature values (Roy et al., 2001) and the measurements for the matching class A and class B stands taken from Olson et al. (2001) for mostly single years and single stands from 1950 to 2005. With the given method we are able to show the natural spread of growth conditions in the evaluation region, so we can rate the modelled values on that.

In this study we use the unit gram carbon fresh matter per square metre per year (gC m$^{-2}$ a$^{-1}$ FM). All cited values are converted from dry matter unit measurements into fresh matter values, with the use of minimum and maximum values resulting from a carbon content factor of 40 to 60 % (Roy et al., 2001), and dry matter content of 10 to 30 % for grass-and shrubland (Roy et al., 2001) and dry matter content for trees of 16 to 42 % (Shipley and Vu, 2002). Due to the use of these numbers we cover the spread in the given measurements.
Figure 9. Differences in model parameters (LAI, vegetation ratio (VGR), sensible heat flux, surface specific humidity, precipitation) from June to October.

In the following paragraphs we will rate the plant productivity beginning with hot semi-arid environments in the south of the model domain and end with boreal woodlands and tundra in the north.

Semi-arid environments:
Since the growth of some PFTs in REMO-iMOVE is strongly influenced by the water availability, it is useful to compare the arid and semi-arid NPP values in connection to the amount of soil water. This connection is evident in nearly all these NPP courses located
in a semi-arid or arid environment. In the first model year, where the soil hydrology is not in equilibrium with the climate condition, the surplus water evaporates and drains out of the soil water bucket. At this time, all water-sensitive PFTs grow at maximum rates, because the photosynthesis is not limited, either by water or by radiation. After this first year spin-up, the soil water amounts for all regions is at the same level as in REMO2009 and NPP rates have been adopted to the climate type characteristics.

For these environments Olson et al. (2001) report values of 120 to 152 gC m$^{-2}$ a$^{-1}$ FM for site ID 562 from the class B measurement. Esser (1998) reports 126 to 169 gC m$^{-2}$ a$^{-1}$ FM for a stand in Algeria. The simulated values for coniferous shrubland in evaluation region 1 show values between 20 to 250 gC m$^{-2}$ a$^{-1}$ FM (see Fig. 11).

Mediterranean grassland environments:

The growth of grassland is strongly limited by the amount of water available for the plant (Roy et al., 2001). Roy et al. (2001) related NPP values of tropical grassland to days without water stress per year and found a mostly linear dependence. The NPP rates range between 500–1000 gC m$^{-2}$ a$^{-1}$ FM for about 100 days without water stress, 1000–2000 gC m$^{-2}$ a$^{-1}$ FM for about 200 days without water stress and above 3000 gC m$^{-2}$ a$^{-1}$ FM for up to 300 days without water stress. Olson et al. (2001) report 1320 to 1672 gC m$^{-2}$ a$^{-1}$ FM for a pasture stand in Israel and 165 to 209 gC m$^{-2}$ a$^{-1}$ FM for a grassland site in Syria. Simulated values for the C3 and C4 grass PFTs show values between 0 to 3800 gC m$^{-2}$ a$^{-1}$ FM subtropical climate types (evaluation regions 1, 2, 9 see Figs. 11 and 12).

Mediterranean shrubland environments:

For Mediterranean shrubland associations we found a Mediterranean site in the class B measurement values of Olson et al. (2001), which show a spread between 525 to 665 gC m$^{-2}$ a$^{-1}$ FM in Greek Mediterranean shrubland. Roy et al. (2001) report values from 366 to 3771 gC m$^{-2}$ a$^{-1}$ FM for Mediterranean shrubland associations. The model shows values of 1600 to 2500 gC m$^{-2}$ a$^{-1}$ FM for coniferous shrubland and 600 to 2300 gC m$^{-2}$ a$^{-1}$ FM for deciduous shrubland in the Csa climate of evaluation region 8. The Csb climate of the same evaluation region shows 1800 to 3500 gC m$^{-2}$ a$^{-1}$ FM for coniferous shrubland and 700 to 2200 gC m$^{-2}$ a$^{-1}$ FM for deciduous shrubland (Fig. 13).

Mediterranean woodland environments:

For Mediterranean woodland environments we found sites of the class B measurement values of Olson.

---

**Figure 10.** Annual courses of LAI in 2002 and 2003 of REMO-iMOVE, REMO2009 and CYCLOPES (compare Fig. 3).
et al. (2001), which show a spread between 292 to 1311 gC m$^{-2}$ a$^{-1}$ FM in French Mediterranean woodland sites. The simulated productivity of woodlands for evaluation region 3 and the Csa and Csb climate type lies between 1750 to 2100 gC m$^{-2}$ a$^{-1}$ FM in normal years (evaluation region 3, not shown).

Temperate zone woodland:

In Olson et al. (2001) many woodland stands over Europe are found in the class B data set. For mixed woodland stands in Romania values between 323 to 1026 gC m$^{-2}$ a$^{-1}$ FM are reported, and in French woodland stands values between 616 to 817 gC m$^{-2}$ a$^{-1}$ FM. German woodland show values between 539 to 912 gC m$^{-2}$ a$^{-1}$ FM, 893 to 1349 gC m$^{-2}$ a$^{-1}$ FM and 677 to 1235 gC m$^{-2}$ a$^{-1}$ FM. A woodland stand in the Netherlands shows values of 816 to 1007 gC m$^{-2}$ a$^{-1}$ FM. In the United Kingdom values of 154 to 1653 gC m$^{-2}$ a$^{-1}$ FM with a mean value of 603 gC m$^{-2}$ a$^{-1}$ FM are reported in more than 40 mixed woodland stands for 1956 and 1959. Esser (1998) reports NPP values for woodland stands in Germany, which range from 429 to 2975 gC m$^{-2}$ a$^{-1}$ FM with a mean value of 1700 gC m$^{-2}$ a$^{-1}$ FM. For stands in Belgium they report numbers from 665 to 1743 gC m$^{-2}$ a$^{-1}$ FM with a mean of 1130 gC m$^{-2}$ a$^{-1}$ FM.

Taking into account all given numbers, the total NPP for temperate zone woodlands ranges between 154 to 2975 gC m$^{-2}$ a$^{-1}$ FM. Simulated NPP values of the humid temperate climate zone (evaluation regions 3 to 6, not shown) for deciduous and needleleaf trees range between 1000 and 2400 gC m$^{-2}$ a$^{-1}$ FM.

Boreal zone woodland:

NPP values for boreal zone woodland stands are reported in the class A data set of Olson et al. (2001). The values range from 86 to 931 gC m$^{-2}$ a$^{-1}$ FM with a mean value of 459 gC m$^{-2}$ a$^{-1}$ FM. Esser (1998) reports 899 to 1824 gC m$^{-2}$ a$^{-1}$ FM with a mean value of 1300 gC m$^{-2}$ a$^{-1}$ FM for woodlands in Sweden and a range from 321 to 1304 gC m$^{-2}$ a$^{-1}$ FM with a mean value of 637 gC m$^{-2}$ a$^{-1}$ FM for woodland stands in Finland. Evaluation regions 12–15 define boreal climate types. The simulated NPP values for the woodlands in

Figure 11. Net primary productivity [gC m$^{-2}$ a$^{-1}$ FM] variations in evaluation region 1 (BW/BS climate) in the period 1995 to 2005.

Figure 12. Net primary productivity [gC m$^{-2}$ a$^{-1}$ FM] variations in evaluation region 2 and 9 in the period 1995 to 2005.
these regions ranges between 700 and 1500 gC m\(^{-2}\) a\(^{-1}\) FM (regions 12–15, not shown).

**Boreal zone grassland and tundra:**

NPP values for boreal zone grassland and tundra for many stands are reported in Esser (1998) and range from 171 to 826 gC m\(^{-2}\) a\(^{-1}\) FM with a mean of 533 gC m\(^{-2}\) a\(^{-1}\) FM. Olson et al. (2001) report values from 210 to 343 gC m\(^{-2}\) a\(^{-1}\) FM for boreal grassland locations. The simulated values for grass PFTs in the boreal evaluation regions (regions 12–15, not shown) show values between 1200 to 2200 gC m\(^{-2}\) a\(^{-1}\) FM.

**6 Discussion**

We implemented a new land surface scheme into the regional climate model REMO and advanced the representation of vegetation and associated processes. These changes lead to the differences in the simulated climate as described in Sects. 5.1.4 and 5.1.5. We discuss the main findings here.

The most distinct changes for the high northern latitudes are changes due to forest cover and the associated snow-masking mechanism. These effects lead to an increase in near-surface temperature in REMO-iMOVE (Sect. 5.1.4). Despite the small radiative input in winter in these regions, we see a significant change in temperature, which highlights the importance of surface albedo in these regions. The fact that the cold bias in the described part of the domain is only reduced but still remains in REMO-iMOVE, even with decreased intensity, leads to the conclusion that other mechanisms apart from the surface variables contribute to the bias. Since it is not within the scope of this experiment, this feature is not further examined here.

Another important effect is the intensification of the warm bias in the Balkans region in late summer. This can be clearly attributed to the changes in the vegetation cover properties, represented by LAI and VGR. The vegetation type in these regions mainly consists of crop PFTs (C3 and C4). In contrast to the old model version, the newly introduced crop phenology in REMO-iMOVE is able to react dynamically to the atmospheric signal (as described in Sect. 2.1.2). Hence, the crops are harvested when the growing degree threshold, depending on temperature, is reached, and no longer at a fixed date. This phoeno logical scheme for crops is able to simulate the LAI in very good agreement to observed LAI values (Sect. 5.1.5), which is an improvement compared to REMO2009. The dynamic harvest of crops leads to a distinct drop in LAI and VGR mainly in August and September. This early and strong decrease of vegetation density reduces the latent heat flux and thus the near-surface evaporative cooling. This leads to distinctly increased near-surface temperatures.

Another feedback related to crop phenology is the reduced moisture recycling due to less near-surface and atmospheric moisture availability. Less atmospheric moisture leads locally to a decrease in precipitation. The moisture recycling feedback with decreased precipitation is mostly visible in the Hungarian Basin and the Balkans in July and August, when the energetic driver, the insolation, reaches its maximum values.

As described in Sect. 2.1.2, the parameterization of bare soil evaporation was improved. This leads to a further increase of surface temperatures in the stated regions. This static method improves some of the shortcomings of REMO2009, but it is not able to capture realistic soil moisture dynamics like a multi-layer soil water scheme.

The interactive coupling of REMO with the new vegetation scheme captures dynamic changes of vegetation properties like the annual cycle of LAI and photosynthetic activity due to atmospheric and soil conditions. Section 5.2.1 shows that REMO-iMOVE is able to reproduce the observed annual cycle of vegetation in most evaluated regions. Shortcomings still exist in some semi-arid and continental climate regions. The observed LAI values in the evaluation regions 9 and 10 do not exceed the limit of 1 (Fig. 10). The simulated values show a maximum of nearly 2.5. The plant growth in these regions is mainly limited by water availability. Figure 14 shows the soil water dynamics for the evaluation regions 9.

![Figure 13. Net primary productivity [gC m\(^{-2}\) a\(^{-1}\) FM] variations in evaluation region 8 in the period 1995 to 2005.](image-url)
In the model, a value below 35% of the bucket fill means that the wilting point in the soil is reached and no more water is available to plants. If the value is above 35%, water is available for plant growth. It is clearly seen that the bucket fill never drops below 35% in region 9, even if it is located partly in semi-arid environment. In evaluation region 10, we would also expect strong plant water stress in summer due to the continental climate characteristics. But the bucket fill always exceeds 35%, meaning that water is available for plant growth. As stated earlier, the bucket soil water scheme of REMO is not able to represent vertical soil moisture dynamics. This would be needed for a near-realistic image of plant growth in these regions. But with the simple bucket scheme, we overestimate LAI values. Another factor for overestimated LAI magnitudes is the model bias in summer precipitation, which can be up to 40 to 60% in the referred regions.

REMO-iMOVE now implies a new source of climate variability, since the vegetation cover interactively adjusts to atmospheric and soil moisture conditions. For studies on future climate change this is of high importance, as plants are now able to adjust the growing conditions to changing climate conditions. The LAI courses in Fig. 10 and the NPP time series in Figs. 12 and 13 clearly show the influence of variations in simulated weather characteristics on vegetation growth and productivity.

One newly introduced model feature in REMO-iMOVE is the net primary productivity of vegetation (NPP). We discuss the stated numbers and findings of Sect. 5.2.2 in more detail here. In the model, the productivity in arid and semi-arid regions is mainly limited by the soil moisture availability. The strong dependence of plant productivity on soil water is given in an extreme case in the first year of the model run, where the soil water spin-up took place. Figure 11 shows the modelled NPP values and Fig. 14 shows the soil moisture for evaluation region 1 for the BW/BS climate. It is evident for region 1 in the first year of spin-up, that the productivity values are high, because water is available in the soil. After the soil spin-up the productivity values drop, since only in very few months in some single years is the soil water in excess of 35% of the bucket fill and therefore available for the plants. The comparison to NPP observations indicate that the simulated values are reasonable and the dependence on soil water is well represented. We conclude that with this new parameter it is possible to simulate plant productivity under changing climate conditions and its feedback on climate can be studied in transient climate change projections.

The productivity of Mediterranean grassland environments is also limited mostly by soil water which is illustrated by the observations of Roy et al. (2001). The model is able to follow this feature, which can be seen in the Csa climate of evaluation region 2 (Fig. 12), where in exceptionally dry years (1999, 2000, 2005, see soil moisture courses in Fig. 14) the productivity drops drastically. The overall numbers show a good comparison to the spread in the observations.

The NPP of Mediterranean shrub- and woodland associations in the model ranges in the upper limit of the observations or beyond. Not only water, but also nutrient limitation and stand age, are important factors to plant growth in this...
climatic regime. Since neither nutrient limitation nor stand age is modelled, the model simulates such high NPP values.

Plant productivity of temperate and boreal zone woodland is represented generally well in the model. It has some problems to meet the lower limit, but matches the upper limit quite well. Also the productivity of boreal zone grassland is overestimated in the model. The tendency towards too high productivity in these climatic regions is likely connected to the fact that nutrient limitation or pests are not modelled in REMO-iMOVE. The reason here may be either the unsatisfying nutrient limitation or the parameter sets in the photosynthesis scheme controlling the carboxylation and maximum electron transport rate (Bonan et al., 2011).

7 Conclusions

In this study, we coupled the RCM REMO with vegetation modules of the MPI-ESM land surface scheme JSBACH, to the regional climate system model REMO-iMOVE. We introduced the concept of plant functional types. We developed a method to derive the spatial fraction of PFTs for each model grid cell from the geographic distribution of GLC2000 vegetation types. For mixed PFTs, we further combine this allocation method with the Holdridge ecosystem classification scheme. Up to 16 PFT types can co-exist in a single grid cell. They directly represent specific biophysiological characteristics and functionalities, which interact dynamically with atmospheric and soil conditions. This introduces new dynamic feedbacks between land and atmosphere, which can be studied under changing climate conditions. The net primary productivity is an important parameter for carbon cycle studies. The conduction of carbon cycle studies is now possible on detailed resolution with a regional climate model.

We analysed the results of climate simulation for Europe in 0.44° resolution, forced by ERA-Interim boundaries for 1995 to 2005, conducted with both model versions. The simulations show that the new developed model version REMO-iMOVE is able to simulate the European climate with the same quality as REMO2009. The occurring differences reveal the influence of the surface schemes on the simulated climate, which can be distinct in some regions. The main reasons for the different behaviour of the two model versions are the different temporal dynamics of vegetation cover and density (VGR and LAI) and changes in the soil scheme. These parameters influence the surface heat and moisture fluxes and lead to changes in the simulated near surface climate.

We could further show that the simulated inter-annual variability in plant phenology, as well as the simulated NPP values, are in the range of observations for most European regions. Shortcomings occur in regions where the simple soil moisture scheme is not able to capture soil hydrological dynamics influencing plant growth. The direct comparison of the model versions reveals the qualitative gain in modelling LAI dynamics with REMO-iMOVE.

Apart from the model advances realized here, major efforts should be put into the development of a multi-layer soil hydrology scheme. This will improve the simulation of productivity of soil water-limited PFTs, but also the underestimation of bare soil evaporation in subtropical and dry central European regions. Also the implementation of carbon pool dynamics and spatial vegetation shifts into REMO-iMOVE will first require an advanced soil water scheme, as multi vertical water layers are needed for representing root water competition. The dynamic vegetation scheme of JSBACH strongly depends on plant productivity. Solely soil water-limited PFTs would then be limited in growth and the PFT distribution would show realistic dynamics. In the current REMO-iMOVE version, these PFTs would have strong advantages over all other PFTs, therefore we did not include the dynamic vegetation in this model version.
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