Atmospheric inverse modeling with known physical bounds: an example from trace gas emissions
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Abstract. Many inverse problems in the atmospheric sciences involve parameters with known physical constraints. Examples include nonnegativity (e.g., emissions of some urban air pollutants) or upward limits implied by reaction or solubility constants. However, probabilistic inverse modeling approaches based on Gaussian assumptions cannot incorporate such bounds and thus often produce unrealistic results. The atmospheric literature lacks consensus on the best means to overcome this problem, and existing atmospheric studies rely on a limited number of the possible methods with little examination of the relative merits of each.

This paper investigates the applicability of several approaches to bounded inverse problems. A common method of data transformations is found to unrealistically skew estimates for the examined example application. The method of Lagrange multipliers and two Markov chain Monte Carlo (MCMC) methods yield more realistic and accurate results. In general, the examined MCMC approaches produce the most realistic result but can require substantial computational time. Lagrange multipliers offer an appealing option for large, computationally intensive problems when exact uncertainty bounds are less central to the analysis. A synthetic data inversion of US anthropogenic methane emissions illustrates the strengths and weaknesses of each approach.

1 Introduction

Inverse modeling and data assimilation have become ubiquitous in the atmospheric sciences, and one of the most common applications is the estimation of trace gas surface fluxes. These top-down approaches optimize emissions or flux estimates such that modeled atmospheric concentrations reproduce observed concentrations. Most methods are based on Bayesian statistical principles and assumptions of Gaussian probability density functions (pdfs), implemented in a variety of ways (e.g., Gurney et al., 2002; Michalak et al., 2004; Henze et al., 2007; Peters et al., 2007; Gourdji et al., 2008; Stohl et al., 2012).

Many applications require estimating emissions or fluxes that have known physical limits, often referred to simply as inequality constraints. For example, there are few anthropogenic sinks of carbon dioxide or methane, and the release history of air toxins from an industrial hazard site is never negative. In many cases, predicted sources that violate inequality constraints are not only meaningless but distort prediction in surrounding regions or times. For example, if an inversion estimates an unrealistic negative emissions region, emissions in adjacent regions may become larger than expected due to mass conservation (e.g., Michalak, 2008). Hence, it would not be sufficient to simply reset negative emissions to zero. Doing so would not correct for distorted sources elsewhere and would erroneously increase the overall estimated emissions budget (i.e., would violate the mass balance or budget as constrained by the atmospheric observations).

Additionally, enforcing inequality constraints is often necessary for obtaining realistic uncertainty estimates. Even if the posterior emissions themselves do not violate the inequality constraints, their confidence intervals could very well extend beyond known limits under Gaussian assumptions. In such cases, an unconstrained inversion will produce both upper and lower confidence intervals that are unrealistically large (e.g., Snodgrass and Kitanidis, 1997;
Michalak and Kitanidis, 2003). The problem occurs because unrealistically low emissions within the lower confidence interval must be balanced by larger emissions elsewhere in the upper confidence interval, or vice versa.

In response to the problems associated with unconstrained inversions, existing trace gas flux estimation studies typically use one of four methods to apply inequality constraints. One method employed in previous studies is a data transformation (refer to Sect. 3.1, e.g., Muller and Stavrakou, 2005; Bergamaschi et al., 2009). A second method decreases the uncertainty assigned to many of the prior fluxes until the posterior fluxes obey the known bounds (e.g., Eckhardt et al., 2008; Stohl et al., 2012). This adjustment may run counter to the modeler’s physical understanding of the prior estimate or associated uncertainties and therefore is not discussed in great detail here. A third method is that of Lagrange multipliers (refer to Sect. 3.2, e.g., Henze et al., 2007; Kopacz et al., 2009; Göckede et al., 2010). Finally, two recent studies use a class of Markov chain Monte Carlo (MCMC) methods known as Metropolis–Hastings (Rigby et al., 2011; Burrows et al., 2013), implemented in a manner that enforces nonnegativity. Existing atmospheric studies provide little guidance on the merits of one approach over another.

The objective of this study is thus to investigate the merits of the above approaches and two additional MCMC implementations. MCMC algorithms are ubiquitous in Bayesian statistics but are not commonly applied to atmospheric studies. The remainder of this paper is organized as follows: Sect. 2 examines the statistical assumptions of common inversion methods that are incompatible with inequality constraints. Section 3 discusses several possible alternatives to mitigate these statistical assumptions, including data transformations, Lagrange multipliers, and two specific MCMC implementations – a multiple-try Metropolis–Hastings algorithm and a Gibbs sampler. Finally, Sects. 4 and 5 discuss the costs and benefits of each approach in the context of a synthetic case study estimating North American anthropogenic methane emissions.

2 Common Bayesian approaches to inverse modeling

This section describes common approaches to inverse modeling and indicates which statistical assumptions are incompatible with known bounds.

In a typical inverse problem, the unknown quantity to be estimated (s, dimensions m × 1) is different from the quantity actually observed (z, dimensions n × 1), and the two are related to one another by a function h(s). In the case of trace gas inversions, s are the true, unknown emissions or fluxes; z are observations of atmospheric concentration; and the function h is often defined by an atmospheric transport and/or chemistry model:

\[ z \sim h(s) + \mathcal{N}(0, R), \]

\[ s \sim E[s] + \mathcal{N}(0, Q). \]

This model, E[s], rarely matches the unknown s, and the m × m covariance matrix Q describes the magnitude and structure of the residuals between s and E[s]. As with the model–data mismatch, these residuals are also typically assumed to be normally distributed with a mean of zero.

The model of the mean can be formulated in a number of ways, but one common method, used in this paper, is as follows:

\[ E[s] = X \beta, \]

where the m × p matrix X includes p different covariates, and the unknown p × 1 drift coefficients (β) adjust the magnitude of these covariates to best match the observations. The model of the mean could be uninformative (e.g., X is an m × 1 vector of ones as in Mueller et al., 2008) or could include any number of covariates, including climatological information or an existing emissions inventory (e.g., Gourdji et al., 2012; Miller et al., 2013, 2014). Some inversion approaches assume that the drift coefficients are known, in which case E[s] becomes an m × 1 vector (e.g., Rodgers, 2000; Enting, 2002; Tarantola, 2005). An inversion with unknown coefficients has typically been used within the context of a “geostatistical” representation of the inverse problem (used in this study), while the coefficients are usually assumed in the “synthesis Bayesian” approach, though both approaches are Bayesian in nature.

Equation (1) can be expanded using the formulation of s described in Eq. (3):

\[ z \sim H \mathcal{N}(X \beta, Q) + \mathcal{N}(0, R), \]

where \( \mathcal{N}(X \beta, Q) \) represents the distribution of s relative to the prior or model of the mean (Xβ). The n × m sensitivity matrix, H, is a linearized form of h. This setup assumes, as in most existing studies, that the measurement residuals \( (z - Hs) \) and flux residuals \( (s - X\beta) \) follow a multivariate normal distribution, as will the posterior probabilities of s and β.

The optimal estimate of unknown s can be obtained by minimizing the sum of squared residuals subject to the covariances:

\[ L_{s, \beta} = \frac{1}{2} (z - Hs)^T R^{-1} (z - Hs) + \frac{1}{2} (s - X\beta)^T Q^{-1} (s - X\beta). \]
If $H$ does not depend on the unknown value of $s$, then $s$ can typically be estimated by solving a system of linear equations (refer to Michalak et al. 2004 and Tarantola 2005 for more in-depth discussion on estimating $s$ and the associated posterior uncertainties). Otherwise, the algorithm is usually iterative.

If $s$ has known bounds, then Eq. (4) must be reformulated in a way that honors the inequality constraints. Some deterministic methods permanently remove elements of $s$ from the optimization if they violate the bounds (e.g., Lagrange multipliers). In a purely stochastic approach, the first term in Eq. (4) will instead follow some multivariate distribution ($f_i^u$) that is restricted to within the lower and upper constraints ($l$ and $u$, respectively):

$$z \sim H f_i^u(s|X, Q) + N(0, R).$$

(6)

This alteration modifies the prior probability of the fluxes; the fluxes ($s$) will deviate from the prior or expected value ($E[s]$) only to the extent that the fluxes remain within the bounds $l$ and $u$. In contrast, the distribution of the model-measurement residuals, $N(0, R)$, remains the same as in the case without inequality constraints. In Eq. (6), $f_i^u$ could be formulated as a multivariate truncated normal, exponential, or gamma distribution, among many other choices. Most formulations of $f_i^u$ result in a cost function that does not have a straightforward analytical minimum, unlike the multivariate normal case in Eq. (5). Instead, the unknown quantity ($s$) must be estimated using an algorithm that samples the posterior probability density. Even then, it can be difficult to sample this density efficiently. The next section describes example deterministic and stochastic approaches in greater detail.

3 Strategies for enforcing inequality constraints

3.1 Data transformations

Data transformations can enforce inequality constraints with relatively easy implementation, but transformations typically render a linear inverse problem nonlinear and therefore require an iterative solution. A number of different data transformations exist, but the power transformation is a common approach because it is defined at zero (unlike log transformations; e.g., Snodgrass and Kitanidis, 1997; Wilks, 2011, Chap. 3):

$$\tilde{s} = \alpha \left(s^{1/\alpha} - 1 \right).$$

(7)

where $\tilde{s}$ are the fluxes in normal space and $\alpha$ can be any scalar value such that $\tilde{s} > -\alpha$, though larger values of $\alpha$ cause more extreme transformations. This formulation approaches the natural logarithm for large values of $\alpha$.

For the power transform, the Jacobian or sensitivity matrix ($H$) is not linear in the transformed space. The algorithm, as a result, becomes iterative and requires updating $H$ at every iteration until both $H$ and the best estimate in the transform space ($s$) converge (described in detail by Snodgrass and Kitanidis 1997 and Fienen et al. 2004, among others). Most transformations assume a skewed pdf and therefore lead to skewed posterior uncertainty estimates, and such asymmetry can have a number of implications as discussed in Sect. 5. Furthermore, most common transformations can only enforce a single upper or lower bound that is the same for all elements of $s$.

3.2 Lagrange multipliers and the trust region algorithm

The method of Lagrange multipliers is commonly used in deterministic optimization problems to enforce equality or inequality constraints. The approach has also been adapted to a number of stochastic inverse problems in hydrology (Barnes and You, 1992; Walvoort and de Gruijter, 2001; Michalak and Kitanidis, 2004) and more recently in an atmospheric context (Henze et al., 2007; Kopacz et al., 2009; Göckede et al., 2010). The method of Lagrange multipliers can be applied to an inversion by modifying the original cost function $L_s$:

$$L_{s, \beta} = L_s - \lambda^T (s - l).$$

(8)

where $l$ in this case is a lower bound on $s$, where the bound can be spatially and temporally variable, and $\lambda$ are the unknown Lagrange multipliers.

A number of implementations exist, but all methods share many similarities. Any element of $s$ that would otherwise violate the inequality constraints becomes fixed on one of the bounds. Most algorithms are iterative and add or remove these elements from the “active” set at each iteration. The optimization proceeds only on the active set and ignores all other elements that have been fixed (e.g., Gill et al., 1981).

A large difference among algorithms is the way in which elements are removed or added to the active set.

One result of this setup is that elements in the fixed set are not modeled as continuous random variables. Estimated emissions in these regions have no associated posterior uncertainty. In other words, Lagrange multipliers compromise the stochastic nature of the inverse problem in order to enforce the desired constraints.

Several numerical methods are available for solving constrained optimization problems via the method of Lagrange multipliers, but many are restricted to small or medium-sized problems (e.g., $s$ has fewer than 1000 elements). These include the method of Theil and Van de Panne (Theil and Panne, 1960; Snyman, 2005, Chap. 3.4) and the active set method (e.g., Gill et al., 1981, or Antoniou and Lu, 2007, Chap. 13.3).
A number of algorithms can efficiently solve large, bounded optimization problems, including the trust region method and the bounded, limited-memory Broyden–Fletcher–Goldfarb–Shanno approach (L-BFGS-B; e.g., Byrd et al., 1995). This paper implements a trust region algorithm. The method can efficiently handle large, bounded optimization problems because it adds and/or subtracts multiple elements from the fixed set at each iteration (e.g., More, 1988; Lin and More, 1999). A trust region algorithm approximates the objective function at each iteration and estimates the range over which this approximation can be trusted (referred to as the trust region). The algorithm optimizes $s$ within the trust region and compares the approximated improvement to the actual reduction in the cost function (in this case Eq. 5). If the cost function approximation performs well, the algorithm is allowed to make more aggressive moves at each iteration. In other words, the algorithm may increase the size of the trust region if the approximation does well and vice versa. Though it was originally developed for unconstrained problems, Gay (1984) extended the trust region method to constrained optimization. For additional discussion of general trust region algorithms, see Sorensen (1982), Lin and More (1999), Conn et al. (2000, Chap. 1, Chap. 6), or Yuan (2000).

This paper adopts a general algorithm outlined in Lin and More (1999). The reader is referred to a review article (Yuan, 2000) for a broad discussion of possible trust region implementations. Most require the gradient ($\nabla L$) and Hessian ($\nabla^2 L$) of the cost function. For reference, these equations are listed below for the geostatistical approach:

$$\nabla L_{s, \beta} = -\frac{1}{2}H^T R^{-1}(z - HS) + \frac{1}{2}Gs$$

$$\nabla^2 L_{s, \beta} = \frac{1}{2}G + \frac{1}{2}H^T R^{-1}H$$

$$G = Q^{-1} - Q^{-1}X(X^T Q^{-1}X)^{-1}X^T Q^{-1}$$

To construct these equations, we take the derivative of the original cost function (Eq. 5) with respect to $\beta$ and set this derivative equal to zero (Kitanidis, 1986). We then rearrange the cost function to omit the unknown drift coefficients $\beta$. The resulting Hessian and gradient above are written only in terms of the unknown vector $s$. Rodgers (2000) presents analogous equations for a prior model setup that has predetermined coefficients ($\beta$).

### 3.3 MCMC algorithms applied to bounded inversions

The following sections discuss two possible MCMC implementations for inequality-constrained problems. In general, MCMC algorithms make it possible to generate realizations of the unknown quantity from high-dimensional probability density functions. These algorithms make problems with non-Gaussian distributions and/or complex joint pdfs tractable (e.g., Andrieu et al., 2003).

MCMC algorithms simulate a Markov chain with an equilibrium distribution that matches the distributions of the quantities being estimated. The methods rely on the generation of conditional realizations; each realization is a guess of the unknown (e.g., $s$) that should represent a random draw from the posterior probability distribution. The algorithms create a new realization based only upon the previous one, and the means of doing so differentiate the various MCMC methods. Many conditional realizations are typically generated to adequately sample or represent the equilibrium distribution (Geyer, 2011). The point-wise properties of the equilibrium probability density (e.g., mean, median, percentiles, standard deviation) can be used to represent the statistics of the unknown state, including its uncertainties. A thorough introduction to MCMC approaches is given by Geyer (2011).

MCMC methods can also be used for the solution of bounded problems. Each individual realization of the unknown quantity is restricted by the inequality constraints (Gelfand et al., 1992), ensuring that both the posterior best estimate and associated uncertainties will honor known physical limits.

#### 3.3.1 Metropolis–Hastings

Metropolis–Hastings algorithms have become widespread in Bayesian statistics (see Chib and Greenberg, 1995; Bolstad, 2012, for in-depth discussion). The modeler uses an existing, accepted realization of the unknown quantity (in this case $s$) to generate a new proposed realization with a Markov chain whose properties are defined by the modeler. One possible approach might generate many realizations of $s$ by using slightly modified inputs for Eq. (5). Instead of using $z$ in Eq. (5), sample randomly from $N(z, R)$. Instead of using $E[s]$, use random, sequentially correlated samples from $N(E[s], Q)$ (see the Supplement for further discussion).

Each subsequent proposed realization is accepted or discarded based on its likelihood relative to the previous, accepted realization. Realizations with a relative likelihood greater than one are always accepted, while those with a relatively likelihood less than one are only sometimes accepted. A large number of realizations is sequentially generated in this way to sample across the probability space of the unknown (in this case the posterior probability distribution of $s$).

The modeler must carefully balance two considerations when proposing new realizations. If each proposed realization is too close to the previous accepted realization, the algorithm will sample the probability space very slowly. However, if the proposed realization is too far from the previous accepted realization, it will likely have a low relative likelihood and be rejected (e.g., Chib and Greenberg, 1995).

A number of studies have implemented the general algorithm with an adaptation for inequality constraints, both in hydrology (e.g., Michalak and Kitanidis, 2004; Wang and Zabaras, 2006; Zanini and Kitanidis, 2009) and more...
recently in the atmospheric sciences (e.g., Rigby et al., 2011; Burrows et al., 2013).

The cited hydrology studies use an implementation suitable for large problems (refer to the Supplement). For the specific implementation in these studies, each proposed realization is first constrained to be nonnegative with Lagrange multipliers before being tested for acceptance. This implementation is a compromise between a purely stochastic approach that would represent all elements as continuous random variables and the method of Lagrange multipliers that completely removes some elements from the optimization.

Though ideal for small problems, Metropolis–Hastings algorithms can often become stuck in local regions of high probability when there are many quantities being estimated (i.e., when \( m \) is large). The acceptance rate can become so small as to make implementation impractical (Liu et al., 2000). This study implements a multiple-try Metropolis–Hastings algorithm (Liu et al., 2000) suitable for larger-scale inverse problems, described fully in the Supplement.

### 3.3.2 Gibbs sampler

Unlike the Metropolis–Hastings algorithm, the Gibbs sampler calculates a new realization for each element of the unknown state sequentially (in this case, each of \( m \) elements in \( s \)). This method involves calculating a probability distribution for an individual element of \( s \) conditional on the current realization for all other elements. The algorithm takes a random sample from the element-wise conditional probability density, and this sample becomes the new guess for the given element. Using this method, the Gibbs sampler sequentially calculates a conditional distribution and random sample for each of \( m \) elements in \( s \) until an entire new, full conditional realization has been formed (see the Supplement). Like the Metropolis–Hastings algorithm, the Gibbs sampler requires generating a large number of conditional realizations, and the statistics of these realizations can be used to define a best estimate and associated uncertainties. For an in-depth review of the Gibbs sampler, refer to Casella and George (1992) or Bolstad (2012, Chap. 10).

Several studies in hydrology apply Gibbs sampler methods to constrained inverse problems (e.g., Michalak and Kitanidis, 2003; Wang and Zabaras, 2005; Fienen et al., 2006; Michalak, 2008). Michalak (2008) describes a flexible implementation in the context of groundwater problems that can incorporate any kind of spatial or temporal correlation in the a priori covariance matrix \( \mathbf{Q} \), and this implementation is adapted for the case study here. The implementation uses a multidimensional truncated normal as the prior pdf (Michalak, 2008). However, because the Gibbs sampler uses element-wise pdfs, it avoids the mathematical challenge of explicitly maximizing a high-dimensional truncated pdf. The approach thereby enforces the inequality constraints in a computationally tractable manner.

The implementation in this study differs from Michalak (2008) in one important way. Some regions of the United States and Canada have zero anthropogenic methane emissions, and we alter the shape of the pdfs to allow a high probability at zero. The implementation here draws a random sample from a Gaussian conditional distribution for sequential elements in \( s \). If the sample is positive, it becomes the new realization for that element. If the sample is negative, we use zero as the realization for that element. The approach is equivalent to modeling the prior, and subsequently the posterior, distributions as truncated Gaussian with an added Dirac delta (a function that is zero at every point except zero). This modification relative to Michalak (2008) results in a peak in the posterior densities at zero.

### 4 Methane case study setup

A synthetic case study of estimating US anthropogenic methane emissions illustrates the comparative drawbacks and benefits of the approaches described above: the power transformation, Lagrange multipliers, and two MCMC implementations, with an unconstrained inversion for comparison. The synthetic study setup uses an existing methane emissions inventory and a model of atmospheric transport to create an estimation problem with known true emissions. The prescribed methane emissions are always nonnegative, so the constraints on this inversion are simple; the estimated emissions must also be nonnegative (\( l = 0 \)). The remainder of this section describes the case study setup in detail.

#### 4.1 Model and synthetic data setup

This study employs a regional-scale, particle-following model known as STILT, the Stochastic Time-Inverted Lagrangian Transport model (Lin et al., 2003), to quantify the sensitivity of atmospheric observations to surface sources, and thereby to estimate the sensitivity matrix \( \mathbf{H} \). STILT simulations are driven by Weather Research and Forecasting (WRF) wind fields, version 2.2 (Skamarock et al., 2005). In other words, the combination of WRF and STILT serves as the forward model for the methane case study. Nehrkorn et al. (2010) provide a detailed description of the WRF fields used here.

We use WRF-STILT to generate synthetic methane mixing ratios in the same locations as aircraft and tall tower observation sites in the United States (4600 total observations). The tower sites are those in the NOAA Earth Systems Research Laboratory and DOE monitoring network and are displayed in Fig. 1. Aircraft data include methane measurements from the NOAA Earth Systems Research Laboratory aircraft program at a variety of locations over North America, DOE flights over the US southern Great Plains (Biraud et al., 2013), and observations from the START08 measurement campaign (Pan et al., 2010). This study includes only
aircraft measurements within 2500 m of the ground – measurements that are consistently sensitive to surface fluxes (see Fig. 1, Miller et al., 2013).

The study generates synthetic methane measurements using the EDGAR v3.2 FT2000 anthropogenic inventory (Olivier and Peters, 2005). Newer EDGAR inventories are available (e.g., EDGAR v4.2), but top-down studies suggest that version 3.2 best captures the magnitude of anthropogenic sources over the United States (Kort et al., 2008; Miller et al., 2013, see Fig. 1).

We add noise to each synthetic measurement, randomly sampled from the model–data mismatch covariance matrix (R with diagonal elements \( \sigma_{R,tower} \)). The companion study Miller et al. (2013) statistically infers this information from in situ methane measurements using restricted maximum likelihood estimation (REML) (e.g., Kitanidis and Lane, 1985; Michalak et al., 2004). Table 1 summarizes the model–data mismatch values inferred for the towers and aircraft.

### Table 1. Covariance matrix parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma_{R,tower} ) (ppb)(^a)</td>
<td>13.1–68.9</td>
</tr>
<tr>
<td>( \sigma_{R,aircraft} )</td>
<td>19.8</td>
</tr>
<tr>
<td>( \sigma_O ) (µmol m(^{-2})s(^{-1}))</td>
<td>0.017</td>
</tr>
<tr>
<td>( l ) (km)</td>
<td>101</td>
</tr>
<tr>
<td>Untransformed space</td>
<td></td>
</tr>
<tr>
<td>Transformed space ((\alpha = 6)^b)</td>
<td></td>
</tr>
<tr>
<td>( \sigma_Q )</td>
<td>0.81</td>
</tr>
<tr>
<td>( l )</td>
<td>261</td>
</tr>
</tbody>
</table>

\(^a\) Each tower has a different estimated \( \sigma_R \).
\(^b\) In the case of the power transform, we set \( \alpha = 6 \). This value brings the posterior emissions estimate closest to being normally distributed in the transformed space.

5 Results and discussion

The inversion implementations discussed in this study produce variable results. All methods place large methane emissions in Kentucky, West Virginia, and along the eastern seaboard, similar to the true synthetic fluxes (see Fig. 2), but the methods differ in many other regards. The remainder of this section highlights these differences to illustrate the relative merits of each approach.

5.1 Unconstrained inversion

The unconstrained case causes several undesirable side effects, including but not limited to negative emissions estimates (Fig. 2). It may appear counterintuitive that the emissions estimate \( \delta \) could have negative components when the observations \( z \) and model transport \( H \) contain only positive elements. However, these negative emissions are not necessarily caused by any violation of the statistical assumptions in the inversion. Rather, the estimate \( \delta \) may contain negative elements due to the effect of model–data mismatch errors. When these errors are present, the gradients in the observations can be consistent with adjacent positive and negative sources. In the methane case study, we synthetically generate model–data mismatch errors, so these errors are guaranteed to obey all assumptions of the statistical model. Negative emissions, in this case, could not be caused by biases in wind fields, chemistry, or by a biased prior. In this study, the true winds are known, chemistry is absent, and the geostatistical inverse model does not assume any prior value for the emissions.

Aside from unrealistic negative emissions, the uncertainties are also too large. Conditional realizations and confidence intervals based on multi-Gaussian probabilities extend well beyond the known bounds on the problem (i.e., are not strictly nonnegative), even in regions where the best estimate itself falls within these bounds (Fig. 3). Figure 4 visualizes this problem in terms of the marginal probability...
Fig. 1. The synthetic measurements and synthetic emissions used in this study. Blue numbers (left) indicate the observation count at each tower site. The red box (right) displays the region represented in Table 2.

### Table 2. Eastern US/Canada anthropogenic budgets and 95% confidence intervals (Tg C month$^{-1}$) for the true synthetic emissions and inversion estimates.

<table>
<thead>
<tr>
<th>Type</th>
<th>Budget</th>
<th>% of true emiss. encapsulated in the given confidence interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>True emissions</td>
<td>1.61</td>
<td>68.2 % 95 %</td>
</tr>
<tr>
<td>Unconstrained inversion</td>
<td>1.60 ± 0.13</td>
<td>90 97</td>
</tr>
<tr>
<td>Transform</td>
<td>1.59 ± 0.20</td>
<td>64 87</td>
</tr>
<tr>
<td>Lagrange multipliers</td>
<td>1.60</td>
<td></td>
</tr>
<tr>
<td>Metropolis–Hastings</td>
<td>1.60 ± 0.08</td>
<td>86 97</td>
</tr>
<tr>
<td>Gibbs sampler</td>
<td>1.58 ± 0.08</td>
<td>86 96</td>
</tr>
</tbody>
</table>

distributions – the probability of an individual element in the emissions field integrating over all possible values of the remaining elements. Even emissions estimated over source regions (Fig. 4b) include negative values in the 95% confidence interval.

Additionally, the unconstrained confidence intervals and conditional realizations extend too high for reasons noted in Sect. 1. Figure 5 shows sample conditional realizations from each method. Emissions in the unconstrained realization extend both lower and higher than the realizations estimated by either MCMC algorithm.

### 5.2 Data transformations

Transformations can be straightforward to implement, but this class of methods skews the probability distributions in the inversion: three of the most important implications are discussed here. First, the posterior covariances (e.g., prior and posterior uncertainties) cannot be directly transformed back to normal space; instead, upper and lower estimation bounds (i.e., percentiles) must be back-transformed to produce posterior confidence intervals. In other words, the covariances become central-value-dependent and are otherwise difficult to physically interpret in back-transformed units. Second, because the covariances are central-value-dependent, it can be difficult to estimate the a priori covariance matrix ($\mathbf{Q}$) in the transformed space, particularly for two of the most common estimation methods. One could use existing knowledge of the emissions to estimate the covariances, but this approach becomes difficult when the covariance matrix has little physical meaning in the transformed space. The covariance matrices can also be inferred from the data and model itself using statistical approaches such as REML. The transformation necessitates iterating between covariance parameter estimation and flux estimation until both converge (Snodgrass and Kitanidis, 1997). The nonlinearity created by the transformation often hinder convergence.

Third, the skewness implied by the power transformation is, in many cases, not representative of actual uncertainties in the emissions best estimate. The uncertainties can become too large in regions of high emissions and too small in regions of low emissions (Fig. 2; e.g., Snodgrass and Kitanidis, 1997; Fienen et al., 2004; Muller and Stavrakou, 2005). For example, conditional realizations follow the lower bounds in the methane case study but produce estimates of the sources that are too large in some high-emissions areas. As a result, the back-transformed conditional realizations have an average eastern US budget of 2.1 ± 0.2 Tg C month$^{-1}$. The mean of these realizations is much higher than the emissions best estimate for the transform inversion (Table 2). In this case,
Fig. 2. The posterior best estimate of the emissions and uncertainties associated with each methodological approach. The method of Lagrange multipliers does not support a direct means of estimating uncertainties.
The emissions estimated via Lagrange multipliers reproduce the magnitude and distribution of the true sources. This method is not truly stochastic, however, and removes many elements from the optimization entirely (e.g., emissions over most of Manitoba, Ontario, and Quebec, Canada, in Fig. 2). As such, there is no way to calculate either uncertainty bounds or conditional realizations using this approach. The uncertainties assigned to the posterior emissions are typically borrowed from the unconstrained case, though the uncertainties could be borrowed from any other method. Hence, estimation via Lagrange multipliers resolves the problem of unrealistic emissions, but it does not address the challenge of estimating bounded posterior uncertainties or confidence intervals.

### 5.3 Lagrange multipliers

The emissions estimated via Lagrange multipliers reproduce the magnitude and distribution of the true sources. This method is not truly stochastic, however, and removes many elements from the optimization entirely (e.g., emissions over most of Manitoba, Ontario, and Quebec, Canada, in Fig. 2). As such, there is no way to calculate either uncertainty bounds or conditional realizations using this approach. The uncertainties assigned to the posterior emissions are typically borrowed from the unconstrained case, though the uncertainties could be borrowed from any other method. Hence, estimation via Lagrange multipliers resolves the problem of unrealistic emissions, but it does not address the challenge of estimating bounded posterior uncertainties or confidence intervals.

### 5.4 MCMC implementations

The MCMC implementations discussed here provide an appealing option when robust uncertainty bounds are a priority in the analysis. Both of the explored implementations ensure that the best estimate (Fig. 2), conditional realizations (Fig. 5), and confidence intervals respect the known bounds.

Both MCMC implementations produce much narrower uncertainty bounds relative to the other methods (Fig. 2, Table 2). As discussed in the introduction, the reason for this is twofold. First, the confidence intervals must be smaller because they cannot include values outside the inequality constraints. Second, if the lower range of the confidence intervals is limited, then the maximum emissions values in the interval will also be less extreme (and vice versa; see Sect. 1). The uncertainties are smaller, and yet 96–97% of the synthetic fluxes still fall within the inversion’s 95% confidence

Fig. 3. The number of posterior uncertainty standard deviations before the methane emissions become negative in the unconstrained estimate.

Fig. 4. The marginal posterior density for the estimate of methane emissions at three individual locations. Case (a) is an estimate of emissions north of Thunder Bay, Ontario, Canada; case (b) is over Indianapolis, Indiana; and case (c) is over eastern Kentucky. The unconstrained case is plotted as a normal distribution, and the other plotted probability densities are produced by applying a kernel smoother to the histogram of realizations. Note that this figure does not include the Lagrange multipliers case because this deterministic approach produces only a best estimate with no associated marginal densities.
interval (Table 2). For these reasons, the smaller confidence intervals estimated by the MCMC implementations are most realistic.

The estimated emissions and marginal distributions look very similar between the two MCMC implementations, but the methods show several subtle differences. Unlike the Gibbs sampler, the implementation of the Metropolis–Hastings algorithm here uses Lagrange multipliers and therefore does not explicitly model every element of $s$ in every realization as a continuous random variable. As a result, this Metropolis–Hastings method will always produce a high probability at the inequality constraints (e.g., Fig. 4). For smaller problems, in contrast, it may be feasible to use any shape of prior pdf that is defined only within the inequality constraints. That setup would model every element of $s$ as a continuous random variable, but the approach would likely become computationally intractable for larger problems (see the supplement for further discussion). Instead, the Metropolis–Hastings implementation used here is an extension of Lagrange multipliers to circumstances that require bounded confidence intervals. The Gibbs sampler implementation produces a similar peak in the pdf at zero due to the Dirac delta. In general, however, the Gibbs sampler allows more flexibility in setting the shape of the marginal distributions near the bounds.

Appropriate distributional assumptions are important for any type of inversion, and the inversion with inequality constraints is no different. The Gibbs sampler in this case study models the marginal distributions as a truncated Gaussian with a Dirac delta function (see Sect. 3.3.2). If the fluxes or emissions are unlikely to be zero, an implementation without the Dirac delta would be more suitable.

Furthermore, the choice of a truncated normal distribution may not always be appropriate. If the total budget is poorly constrained by the data, this distributional choice could increase estimated emissions in remote regions far from measurement sites. A Gaussian pdf that has been truncated at zero will have a higher mean than the equivalent, full Gaussian distribution, and this effect can shift the posterior mean in poorly constrained problems. One solution could be to fix the drift coefficients ($\beta$) at predetermined values, but these coefficients are rarely known in practice. In contrast, if measurement sites are sensitive to emissions across the entire geographic domain (as indicated by $H$), then either distributional assumption will produce the same trace gas budget.

The MCMC implementations produce the most realistic best estimate, conditional realizations, and uncertainty bounds, but one drawback can be computational cost. The generation of $j$ conditional realizations using the Gibbs sampler requires a for loop with $jm$ iterations, and $j$ is usually 1000 or greater to adequately sample the posterior probability space. The computational time of the multiple-try Metropolis–Hastings depends on the convergence rate of the Lagrange multiplier algorithm and on the number of trial realizations (denoted $k$; see the Supplement) computed in each step of the multiple-try implementation. The often large ratio of trial to accepted realizations means that the multiple-try Metropolis–Hastings may be less efficient than the Gibbs implementation. This comparison may seem counterintuitive because Metropolis–Hastings does not require the posterior pdf to be sampled one element at a time, as is the case for the Gibbs sampler.

In general, the computational cost of MCMC algorithms increases both with the number of unknown fluxes ($m$) and the number of realizations ($j$) required to sample the posterior probability space. Furthermore, the recommended number of realizations changes depending on the size of the problem and the degree of correlation among successive iterations; Gelman (2004) provides a number of guidelines for choosing this number. One approach requires initiating multiple independent Markov chains. The MCMC algorithm reaches convergence when each individual chain has a similar distribution to the combination of all chains. Refer to Gelman (2004, Chap. 11) for more detail. Parallelization can also alleviate some time expense for MCMC algorithms.

In summary, the Gibbs and Metropolis–Hastings implementations produce similar results, but the Gibbs sampler can afford two advantages: greater flexibility in determining the shape of the marginal distributions at the bounds and reduced computational time for the case examined here.
6 Conclusions

For inverse problems with parameters that have known physical limits, an unconstrained inversion presents difficulties that go beyond just an unrealistic estimate, and the common remedy of using data transformations can have many undesirable side effects. This study uses anthropogenic methane emissions as a lens to evaluate this approach, as well as several less common alternative approaches.

Inverse problems can be constructed to honor known bounds without compromising the integrity of the estimate. Lagrange multipliers are a viable approach for large problems in which computational time is paramount. However, this method does not provide an explicit means for calculating uncertainty bounds. Uncertainties are usually borrowed from the unconstrained case instead, and these are generally unrealistically large.

Markov chain Monte Carlo (MCMC) methods show the most promise but are rarely applied in the existing atmospheric literature. Both MCMC implementations here produce similar results for the methane case study, but the Gibbs sampler offers better computational efficiency and more flexibility in determining the shape of posterior probability at the bounds. In general, MCMC algorithms can be applied to inverse problems with known bounds to produce the most realistic best estimates, confidence intervals, and conditional realizations of any of the aforementioned approaches.

Supplementary material related to this article is available online at http://www.geosci-model-dev.net/7/303/2014/gmd-7-303-2014-supplement.pdf.
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