Can sparse proxy data constrain the strength of the Atlantic meridional overturning circulation?

T. Kurahashi-Nakamura¹, M. Losch², and A. Paul¹

¹MARUM – Center for Marine Environmental Sciences and Faculty of Geosciences, University of Bremen, Bremen, Germany
²Alfred Wegener Institute for Polar and Marine Research, Bremerhaven, Germany

Correspondence to: T. Kurahashi-Nakamura (tkurahashi@marum.de)

Received: 17 July 2013 – Published in Geosci. Model Dev. Discuss.: 20 August 2013
Revised: 10 January 2014 – Accepted: 24 January 2014 – Published: 26 February 2014

Abstract. In a feasibility study, the potential of proxy data for the temperature and salinity during the Last Glacial Maximum (LGM, about 19 000 to 23 000 years before present) in constraining the strength of the Atlantic meridional overturning circulation (AMOC) with a general ocean circulation model was explored. The proxy data were simulated by drawing data from four different model simulations at the ocean sediment core locations of the Multiproxy Approach for the Reconstruction of the Glacial Ocean surface (MARGO) project, and perturbing these data with realistic noise estimates. The results suggest that our method has the potential to provide estimates of the past strength of the AMOC even from sparse data, but in general, paleo-sea-surface temperature data without additional prior knowledge about the ocean state during the LGM is not adequate to constrain the model. On the one hand, additional data in the deep-ocean and salinity data are shown to be highly important in estimating the LGM circulation. On the other hand, increasing the amount of surface data alone does not appear to be enough for better estimates. Finally, better initial guesses to start the state estimation procedure would greatly improve the performance of the method. Indeed, with a sufficiently good first guess, just the sea-surface temperature data from the MARGO project promise to be sufficient for reliable estimates of the strength of the AMOC.

1 Introduction

The ocean is an important component of the climate system because of its large storage and transport of heat as well as its strong control on the atmospheric circulation. To understand the dynamics of climate change, it is essential to assess the role of the ocean. Proxy evidence (e.g., Keigwin and Lehman, 1994; Clark et al., 2001; Epica Community Members, 2006) and climate models (e.g., Ganopolski and Rahmstorf, 2001; Stocker and Johnsen, 2003) suggest close links between the temperature in the Atlantic region and variations of the Atlantic meridional overturning circulation (AMOC) and North Atlantic Deep Water (NADW) formation during past climate changes such as Dansgaard–Oeschger and Heinrich events. Associated changes in the ventilation of the deep ocean presumably affected the global climate by reorganizing the cycling of carbon and other nutrients, which in turn led to different concentrations of carbon dioxide (CO₂) in the atmosphere (e.g., Archer, 1991; Archer et al., 2000; Gildor and Tziperman, 2001; Schulz et al., 2001; Kurahashi-Nakamura et al., 2010). Therefore, proper reconstructions of the AMOC is a key element in understanding the climate dynamics in the past.

The Last Glacial Maximum (LGM, 19 000–23 000 years before present; Mix et al., 2001) is one of the most suitable time periods for studying a climate that is very different from the modern one, because the data coverage for the LGM is comparatively good, and the radiative forcings, boundary conditions and climate response are relatively well known (Solomon et al., 2007). Nevertheless, the ocean circulation during the LGM is uncertain to the extent that even the
question of whether the strength of the AMOC was larger or smaller in the LGM than in the modern day climate is still open to debate.

On the one hand, the information on the past AMOC strength is obtained from paleoceanographic proxy variables (Fischer and Wefer, 1999). For example, a weaker AMOC is inferred by Lynch-Stieglitz et al. (1999a, b) and Lynch-Stieglitz et al. (2006) based on a geostrophic transport estimate for the Florida Current from the oxygen isotope ratio \( (^{18}\text{O}/^{16}\text{O}) \) recorded in the fossil shells of benthic foraminifera (often expressed as \( \delta^{18}\text{O} \), that is, the deviation from a standard ratio), by Piotrowski et al. (2005) based on neodymium isotope ratios \( (^{143}\text{Nd}/^{144}\text{Nd}) \), and by McManus et al. (2004) and Negre et al. (2010) based on north-to-south gradients of rate-sensitive radiogenic \( ^{231}\text{Pa}/^{230}\text{Th} \) isotope ratios (Negre et al. 2010) even argue for a reversal of the abyssal flow during the LGM.

In contrast, a stronger AMOC is hypothesized by Yu et al. (1996) and Lippold et al. (2012) also based on \( ^{231}\text{Pa}/^{230}\text{Th} \) isotope ratios; by McCave et al. (1995), Manighetti and McCave (1995), and McCave and Hall (2006) based on the grain-size analysis of ocean sediments; and by Curry and Oppo (2005) based on the stable carbon isotope ratios \( (^{13}\text{C}/^{12}\text{C}) \), often expressed as \( \delta^{13}\text{C} \) of the dissolved inorganic carbon (DIC) in seawater, and cadmium/calcium trace element ratios (Cd/Ca). Finally, Rutberg and Peacock (2006) interpret glacial \( \delta^{13}\text{C} \) of DIC as consistent with a circulation regime similar to today.

On the other hand, there are various estimates of the overturning strength during the LGM by different numerical climate models. In spite of the same forcing and boundary conditions applied to the models, the estimates with coupled atmosphere–ocean models are not consistent (cf. Otto-Bliensner et al., 2007). Using inverse methods and data assimilation in the context of the LGM often required simplified ocean models (e.g., Legrand and Wunsch, 1995; Gebbie and Huybers, 2006; Huybers et al., 2007; Burke et al., 2011). For example, Huybers et al. (2007) used a geostrophic model to suggest that reliable estimates of the LGM AMOC requires an accuracy of density data that exceeds that of available data by one order of magnitude. Instead, Huybers et al. propose using conservative tracers such as \( \delta^{13}\text{C} \) of DIC for constraining the circulation. There are, however, very few LGM-state estimates based on general circulation models and the adjoint technique. Winguth et al. (1999) and Winguth et al. (2000) assimilated the \( \delta^{13}\text{C} \) of DIC and Cd/Ca data into a global ocean model and suggested shallower and about 30\% weaker AMOC strength with an adjoint ocean model (Winguth et al., 2000). Dail (2012) used the sea-surface temperature (SST) data by the MARGO project (MARGO Project Members, 2009), \( \delta^{13}\text{C} \) of DIC, and \( \delta^{18}\text{O} \) of seawater for state estimation in the Atlantic domain, and inferred that the NADW in the LGM was shallower but as strong as in the modern day.

More direct indicators of the past AMOC strength would be the temperature and salinity of seawater. Since they drive the ocean circulation through density differences, a numerical ocean model could be used to quantify an ocean circulation that is consistent with the temperature and salinity data.

To date, the most comprehensive compilation of SST estimates for the LGM ocean is provided by the MARGO project (MARGO Project Members, 2009). A similar data set for sea-surface salinity does not yet exist. Local estimates of the salinity of LGM bottom water may be obtained from measurements of the \( \delta^{18}\text{O} \) of the pore fluid in sea-floor sediments (Adkins et al., 2002), but there is no direct proxy for salinity that could be applied generally. The \( \delta^{18}\text{O} \) of calcite shells of planktonic foraminifera fossils depend on the local salinity as well as on temperature, and thus it is possible to estimate the salinity if one can remove the temperature effect with the help of an independent temperature proxy such as the Mg/Ca ratio (Gebbie and Huybers, 2006). However, error propagation yields large errors on the reconstructed salinity (Schmidt, 1999; Rohling, 2000). The MARGO project has also assessed the spatial distribution of the available paleo-data for the deep ocean, such as the \( \delta^{18}\text{O} \) of benthic foraminifera (Paul and Mulitza, 2009). By all means, the paleo-data coverage is still very sparse compared to the present-day data coverage. Therefore, a powerful data assimilation technique is required to control the model efficiently, given the limited amount of data (Paul and Schäfer-Neth, 2005).

In this study, we adopted the constrained least-squares technique for that purpose; namely, we seek a model ocean that corresponds to the minimum value of a so-called objective function, which is mainly the sum of squared differences between data and corresponding model results. This optimized model ocean provides the best estimate for the AMOC strength. The adjoint method (e.g., Wunsch, 1996; Errico, 1997) is a technique to find such an optimized state, because it allows for the computation of the gradient of the objective function with respect to selected control variables (that may include initial and boundary conditions as well as internal model parameters) and search for its minimum.

Our ultimate goal is to assimilate various paleo-data for the LGM into a numerical ocean model (Paul and Schäfer-Neth, 2005; Schmittner et al., 2011), with the aim of estimating the LGM ocean state as reliably as possible. As the first step, the particular purpose of this paper is to examine whether the spatial distribution and accuracy of the available compilation of paleo-temperature data is likely to be adequate enough to constrain our model properly, and if not, what further data would be required. For this purpose, we used artificial pseudo-proxy data instead of the actual LGM data and estimated the AMOC strength of a target model ocean from

\[
\begin{align*}
\delta^{18}\text{O} &= \left( \frac{\delta^{18}\text{O}_{\text{sample}}}{\delta^{18}\text{O}_{\text{standard}}} \right) \times 10^3 \quad \text{as defined} \\
\delta^{13}\text{C} &= \left( \frac{\delta^{13}\text{C}_{\text{sample}}}{\delta^{13}\text{C}_{\text{standard}}} \right) \times 10^3 \quad \text{as defined}
\end{align*}
\]
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which the pseudo-data was sampled. Thus, we could assess the result of our state estimate exercise by comparing the estimated value with the known “true” value.

The artificial targets had a stronger or weaker AMOC strength than the reference state to serve as potential analogues for the LGM ocean. The basic set of pseudo-proxy data had the same spatial distribution and error estimates as the MARGO data, in order to imitate the quality and quantity of actual paleo-data. The experiments described in this paper are not identical twin experiments where varied parameters are part of the control vector and can be recovered by fitting the model to data with a twin model. Instead, we chose to generate targets with changed physics that were not part of the control vector and that were held fixed in the estimation process. As a consequence, the model cannot fit perfectly to the pseudo-data. In this sense, model errors are included in our experiments that need to be compensated for by adjusting the control vector, which usually consists of surface forcing fields. These “cousin” experiments are more difficult for the numerical model, but they simulate the realistic situation of imperfect models and inaccurate data.

2 Methods

We used the Massachusetts Institute of Technology general circulation model (MITgcm), a state-of-the-art model suitable for ocean state estimation. Here, it was configured to solve the Boussinesq, hydrostatic Navier–Stokes equations (Marshall et al., 1997). Subgrid-scale mixing was parameterized (Gent and McWilliams, 1990). A dynamic–thermodynamic sea–ice model was coupled to the ocean model (Losch et al., 2010). We used a cubed-sphere grid system that avoided converging grid lines and pole singularities (Adcroft et al., 2004) and had six faces, each of which has 32 × 32 horizontal grid cells, and 15 vertical layers.

The MITgcm can be fitted to data by solving a least-squares problem using the Lagrange multiplier method. For this purpose, the computer code can be differentiated by automatic differentiation (AD) using the source-to-source compiler TAF (Giering and Kaminski, 1998; Heimbach et al., 2005) to generate exact and efficient “adjoint” model code.

For the experiments with artificial pseudo-proxy data (hereafter, referred as pseudo-proxy experiments), we ran the MITgcm forward in time to generate five different model ocean states. One of them was the reference state and at the same time the starting point of all optimizations, and the other four were divided into two sets: one set was very different from the reference state by changing the model physics and the atmospheric boundary conditions (Targets 1 and 2), while the other set was quite similar to the reference, but with systematic biases due to modified internal model parameters (Targets 3 and 4, see also Table 1 and Fig. 1).

For the reference state, the model was spun up from present-day salinity and temperature (Levitus, 1982) for 800 model years from the state of rest with the external forcings based on the protocol of the Coordinated Ocean-ice Reference Experiments (COREs) project (Griffies et al., 2009). We used a tracer acceleration method with a time step of 1 day for the tracer equations and 20 min for the momentum equations. The maximum of the Atlantic meridional overturning stream function of 18.3 Sv was taken as a measure of the AMOC strength in the reference state.

The reference configuration was modified considerably to generate Targets 1 and 2. In both runs the prescribed atmospheric fields were replaced by fields from a coupled atmospheric energy–moisture balance model (Ashkenazy et al., 2013). These simulations corresponded to very different climates, mostly as a consequence of the dynamic interaction of the ocean with the atmosphere, although some of the internal ocean model parameters were also modified (Table 2). After another spin-up of 2000 years we added freshwater to the North Atlantic Ocean uniformly between 20° N and 50° N at a rate of 0.28 Sv for an additional 1000-year run. We calculated the Atlantic meridional overturning stream function and took the maximum of 11.4 Sv as an indication of a reduced AMOC strength for Target 1 as compared to the reference state. The unmodified run with an increased rate of 23.7 Sv became Target 2.

Targets 3 and 4 were generated by increasing or reducing internal physical parameters that determine the lateral eddy viscosity for additional 200-year runs from the reference. These parameters for harmonic and bi-harmonic viscosity (A_H, A_BH) were not used as standard control variables in our experiments. Increasing the eddy viscosity led to a smaller overturning rate of 12.5 Sv (Target 3) as compared to the reference state, decreasing to a larger overturning rate of 22.9 Sv (Target 4).

Targets 1 and 3 had similarly weak AMOC strengths and Targets 2 and 4 similarly stronger AMOC strengths, but...
### Table 1

Summary of experiment settings and results. Used data are specified as follows. ST: surface temperature from MARGO data locations, DT: Deep temperature from MARGO data locations, AST: surface temperature from all other grid cells, SS: surface salinity from MARGO data locations, DS: deep salinity from MARGO data locations, and ASS: surface salinity from all other grid cells. Maximum values of the AMOC stream function are shown in Sv ($1\text{ Sv} = 10^6\text{ m}^3\text{ s}^{-1}$). Reconstructed AMOC strength that is closer to the target than half of the difference between the starting point (reference state) and target is shown in italics. The rightmost column shows the mean cost (i.e., the value of objective function divided by the number of model-data comparisons). The unit of data error $\sigma$ is K for temperature and psu for salinity.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Used data</th>
<th>Data errors</th>
<th>Maximum of AMOC stream function (Sv)</th>
<th>Mean cost $(\times 10^{-1})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference state</td>
<td></td>
<td></td>
<td></td>
<td>18.3</td>
</tr>
<tr>
<td>Target 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E1-1</td>
<td>x</td>
<td>MARGO</td>
<td>39.1</td>
<td>0.74</td>
</tr>
<tr>
<td>E1-2</td>
<td>x x</td>
<td>MARGO $/\sigma = 2.0$</td>
<td>19.5</td>
<td>6.4</td>
</tr>
<tr>
<td>E1-3</td>
<td>x x x</td>
<td>MARGO</td>
<td>31.4</td>
<td>4.8</td>
</tr>
<tr>
<td>E1-4</td>
<td>x x x x</td>
<td>MARGO $/\sigma = 2.0$</td>
<td>13.8</td>
<td>9.6</td>
</tr>
<tr>
<td>E1-5</td>
<td>x x x</td>
<td>MARGO $/\sigma = 2.0$</td>
<td>20.3</td>
<td>5.4</td>
</tr>
<tr>
<td>E1-6</td>
<td>x x x x x x</td>
<td>MARGO $/\sigma = 2.0$</td>
<td>21.5</td>
<td>9.7</td>
</tr>
<tr>
<td>E1-7</td>
<td>x x</td>
<td>$\sigma = 0.1$</td>
<td>14.2</td>
<td>35</td>
</tr>
<tr>
<td>E1-8</td>
<td>x x x x</td>
<td>$\sigma = 0.1$</td>
<td>16.1</td>
<td>74</td>
</tr>
<tr>
<td>Target 2</td>
<td></td>
<td></td>
<td></td>
<td>23.7</td>
</tr>
<tr>
<td>E2-1</td>
<td>x</td>
<td>MARGO</td>
<td>30.5</td>
<td>0.36</td>
</tr>
<tr>
<td>E2-2</td>
<td>x x</td>
<td>MARGO $/\sigma = 2.0$</td>
<td>18.9</td>
<td>6.3</td>
</tr>
<tr>
<td>E2-3</td>
<td>x x x</td>
<td>MARGO</td>
<td>43.8</td>
<td>4.1</td>
</tr>
<tr>
<td>E2-4</td>
<td>x x x x</td>
<td>MARGO $/\sigma = 2.0$</td>
<td>37.4</td>
<td>9.7</td>
</tr>
<tr>
<td>E2-5</td>
<td>x x x</td>
<td>MARGO $/\sigma = 2.0$</td>
<td>18.8</td>
<td>5.1</td>
</tr>
<tr>
<td>E2-6</td>
<td>x x x x x x</td>
<td>MARGO $/\sigma = 2.0$</td>
<td>24.9</td>
<td>8.5</td>
</tr>
<tr>
<td>E2-7</td>
<td>x x</td>
<td>$\sigma = 0.1$</td>
<td>14.6</td>
<td>36</td>
</tr>
<tr>
<td>E2-8</td>
<td>x x x x</td>
<td>$\sigma = 0.1$</td>
<td>29.5</td>
<td>82</td>
</tr>
<tr>
<td>Target 3</td>
<td></td>
<td></td>
<td></td>
<td>12.5</td>
</tr>
<tr>
<td>E3-1</td>
<td>x</td>
<td>MARGO</td>
<td>13.7</td>
<td>2.9</td>
</tr>
<tr>
<td>E3-2</td>
<td>x</td>
<td>$\sigma = 0.1$</td>
<td>14.3</td>
<td>44</td>
</tr>
<tr>
<td>E3-3</td>
<td>x</td>
<td>MARGO</td>
<td>14.9</td>
<td>9.2</td>
</tr>
<tr>
<td>Target 4</td>
<td></td>
<td></td>
<td></td>
<td>22.9</td>
</tr>
<tr>
<td>E4-1</td>
<td>x</td>
<td>MARGO</td>
<td>30.2</td>
<td>3.0</td>
</tr>
<tr>
<td>E4-2</td>
<td>x</td>
<td>$\sigma = 0.1$</td>
<td>20.2</td>
<td>18</td>
</tr>
<tr>
<td>E4-3</td>
<td>x</td>
<td>MARGO</td>
<td>21.8</td>
<td>9.4</td>
</tr>
</tbody>
</table>

Targets 1 and 2 were much colder than both the reference and Targets 3 and 4 (Table 2).

The temperature and salinity distributions of each target were sampled and averaged over the last 10 years of the simulations. Surface data (SST and SSS) were taken from the top grid nodes, deep-ocean data from the bottom grid nodes. Normally distributed noise with a standard deviation of the prior errors was added as a random error to obtain the pseudo-data. Note that large uncertainties were associated with proxy data so that the prior errors (see below) could be large. This led to the realistic situation that the proxy data could be strongly biased after adding large noise contributions on the order of, for example, $1^\circ\text{C}$.

Starting from the reference run, the ocean model was fitted to the pseudo-proxy data by minimizing the following objective function $J$:

$$J = (T_{\text{model}} - T_{\text{target}})^T W_t (T_{\text{model}} - T_{\text{target}}) + (S_{\text{model}} - S_{\text{target}})^T W_s (S_{\text{model}} - S_{\text{target}}),$$

where $T_{\text{model}}$ and $S_{\text{model}}$ were the average over the last 10 years of a 20-year integration (for each iteration) of temperature and salinity, $T_{\text{target}}$ and $S_{\text{target}}$ were pseudo-proxy data based on the artificial targets, $W_t$ and $W_s$ were weight matrices that were the inverse of the error covariance matrices. All errors were assumed to be uncorrelated, so that the inverse error covariances reduced to scalar weights. To reconstruct the targets, we used the following control variables: the radiative and wind forcing at the sea surface, the air temperature, the humidity above the sea surface, the precipitation, and the initial temperature and salinity. Every control
variable was normalized according to the characteristic scale of each variable, and was smoothed with a 9-point smoothing scheme. A quasi-Newton algorithm (Gilbert and Lemaréchal, 1989) was used to iteratively find optimized control variables that minimized $J$. The essential gradient information was provided by the adjoining model.

To explore the potential information content of the MARGO data set, the first experiments with Targets 1 and 2 only used the model SST sampled at the MARGO core locations as pseudo-proxy data (Table 1). For these data, we used prior data errors derived from the uncertainty estimated for each individual data point by the MARGO project (MARGO Project Members, 2009). MARGO uncertainty estimates are conservative and meant to give an upper bound. If a model grid cell contained more than one data point, the weighted average of all data points was used.

Then we successively added hypothetical data sets to improve the data coverage and to assess its effect on the state estimates. We assigned prior errors to the hypothetical data points as specified in Table 1. We used the same prior errors for temperature and salinity.

### 3 Results

Table 1 summarizes the experiments. A simple measure of the quality of the model fit after the optimization is based on the principles of a $\chi^2$-squared test. The scaled contributions to the cost function are assumed to be independent Gaussian variables with an expectation value of one, so that the expectation value of a well-balanced problem is the number of model–data comparisons. Therefore, the mean cost (i.e., cost function divided by the number of model-data comparisons) is of the order of one or less (Wunsch, 1996, 2006). In all of our experiments with MARGO data errors the mean cost function value was less than one, so that we called the model-fitting itself successful (rightmost column of Table 1). For the other experiments with the much smaller data errors of $\sigma = 0.1$, the values were larger than one. This implied that the fit was not successful and the hypothesis that the model was consistent with the data within prior errors had to be rejected. Nevertheless, the stricter requirements for the fit meant that the model was generally closer to observations and thus better constrained than with the larger errors (also see below).

Those experiments for which the AMOC strength was adjusted by the least-squares fit to be closer to the target than half of the difference between the starting point (reference state) and target were marked as successful in reconstructing the overturning. These were experiments E1-4 and E1-7 for Target 1 and E2-6 for Target 2. For Targets 3 and 4 all experiments except for E4-1 and E4-2 were successful by this measure. The other experiments had either far too large an overturning rate or the overturning rate was not affected by the constraining observations.

For the two targets with a much colder climate (Targets 1 and 2) the results were incoherent. Surface data of temperature (E1-1 and E2-1) and salinity (E1-3 and E2-3) alone did not appear to be sufficient to constrain the overturning rate. Instead, assimilating these data led to much too strong an overturning in all cases, even for Target 1 where the sampled surface data corresponded to a weaker overturning rate. Temperature data alone at the surface and near the bottom were also without effect. In these runs (E1-2 and E2-2), the overturning rate hardly changed relative to the initial guess. Temperature and salinity data near the bottom were required to bring the overturning rate down to the target value in E1-4, or to enhance it in E2-4 (but here they led to too strong an overturning). A large effect of salinity data on the overturning
rate was clearly seen in the comparison between E1-2 and E1-4, and between E2-2 and E2-4.

In runs E1-5, E1-6, E2-5, and E2-6 we assumed that the data were available at all surface grid points. Even the complete data coverage of SST was insufficient to reconstruct the AMOC properly for both targets. This may not come as a surprise, because even a current monitoring for modern AMOC (e.g., Srokosz et al., 2012) needs more elaborate information including sea-surface height data to precisely constrain AMOC behavior. With both temperature and salinity data at all surface grid points, one experiment (E2-6) was successful in reproducing the larger overturning rate of Target 2.

If we were able to increase the data accuracy, for example, by increasing the number of observations within a grid cell or by inventing new proxies that would yield a more accurate reconstruction of temperature and salinity, we could hope to improve the state estimates. In experiment E1-7 accurate temperature data alone was sufficient for a good agreement of the overturning rate to Target 1. The same configuration led to an adjustment with the wrong sign in E2-7. Accurate temperature and salinity data marginally improved the agreement with the targets’ overturning rates compared to other experiments, but not sufficiently to be called successful.

The second set of targets (Targets 3 and 4) was created with the same atmospheric forcing as for the reference state, but internal model parameters were modified to mimic inherent model biases. Identical twin experiments, in which the control parameters consisted of just these modified viscosity parameters, confirmed that the system was able to completely recover the original parameters. These experiments only represent a (successful) zero-order test showing that the system works with a perfect model. For the standard control variables (initial conditions and atmospheric forcing fields, see above), the first pair of experiments for Target 3 and 4 (E3-1 and E4-1) showed that, provided the targets were close enough to the reference (i.e., the first guess) with regard to the temperature (Table 1), the same data distribution and errors as those for E1-1 and E2-1 were sufficient to guide the AMOC strength to the right direction, even if the target strengths were much different from that of the reference state. With much smaller data prior errors (E4-2), the estimated AMOC strength for Target 4 was better estimated compared to E4-1, although E3-2 was slightly worse than E3-1. For the last two experiments (E3-3 and E4-3) we reduced the control space to the initial conditions, as well as the surface wind stress and the incoming shortwave and longwave radiative fluxes (i.e., reducing the number of control variables from nine to six, which made the model less flexible, see also Sect. 4.2). Even without the air temperature, the humidity, and the precipitation as control variables, the AMOC strength were successfully estimated.

4 Discussion

4.1 Analysis of the results for Targets 1 and 2

The experiments for Targets 1 and 2 showed that more data or data with smaller errors did not necessarily lead to a better AMOC reconstruction. However, the seemingly incoherent tendency toward different solutions can be explained as follows.

In all experiments for both Targets 1 and 2, very strong vertical mixing occurred in the high-latitude North Atlantic at the beginning of each of the optimization runs, because the model adjusted to the much colder target SST, implying denser surface water.

For the experiments for Target 1 the further development of the solution depended on whether the ocean could recover from the “initial shock” of strong mixing or not. With no or insufficient contribution of the deep-ocean data (E1-1, E1-3, E1-5, and E1-6) the lighter (i.e., warmer) deep water of the reference ocean tended to remain (Fig. 2), so that mixing continued. Note that temperature and salinity data of the deep

Fig. 2. Anomalies of temperature at the depth of 2000 m in E1-1–E1-8 compared to Target 1.

ocean were also used in E1-5 and E1-6, but their contribution was very small, because the weight of the deep-ocean data decreased relative to the surface-ocean data in proportion of the number of data points. Among the other experiments (E1-2, E1-4, E1-7, and E1-8) only E1-2 failed completely, while the other three were able to predict the direction of change of the AMOC strength because of the deep-ocean data. Comparing it with E1-7 that had the same data locations, E1-2 still had a larger warm anomaly in the deep North Atlantic that was poorly constrained by data with larger errors. The warm water supported the relatively strong mixing.

For the experiments for Target 2, the warm deep water of the reference state also helped to maintain the strong mixing. Without any salinity constraints, however, the surface water became too light (too fresh), because there was less evaporation with the colder SST and freshwater was also advected from the south (Fig. 3). This effect caused the overly weak AMOC in E2-2, E2-5, and E2-7. Although the same mechanism worked to some extent also in E2-1, strong warm anomalies in the deep North Atlantic remained due to the lack of deep-ocean data, which caused continuing strong convection similar to the case of Target 1. By analogy with E1-5 and E1-6, and because of the very small contribution of the deep-ocean data, one might expect that E2-5 would have a similar problem as E2-1, but the SST was adjusted in a much larger area in E2-5 than in E2-1 so that more fresh surface water was created. The AMOC was weaker because the excess of freshwater outweighed the effects of low abyssal densities in the absence of deep-ocean data.

We further examined the mixed layer depth (MLD) and the location of deep convection in the high-latitude North Atlantic in some of the experiments (Figs. 4 and 6). Different AMOC strength during the LGM have been suggested to be associated with a shift in the location of deep convection (e.g., Rahmstorf, 1994; Ganopolski and Rahmstorf, 2001; Oka et al., 2012). The reference state had its deepest convection site in the Labrador Sea, while Target 1 had one near Iceland. Although all four reconstructions shown in Fig. 4 shifted the convection sites roughly to the right place, the depth could not be recovered. In the experiments with a good AMOC strength estimate for Target 1 (e.g., E1-4), the MLD shoaled from the reference state as for Target 1 (Fig. 4a). Experiments that failed in reconstructing the weaker AMOC strength had a deeper MLD (E1-1, 2, 6 in Fig. 4a). This was consistent with an overly strong AMOC in the reconstructions; especially for the experiments with a very strong AMOC strength (E1-1).

As before, the MLD of the state estimates was related to the temperature in the deep ocean. While the temperature field at 1000 m depth for E1-4 was similar to the target temperature (Fig. 4b), the deep ocean was too warm in the other three experiments, especially in E1-1 and E1-6. Similarly, the deep-ocean salinity at 1000 m depth was too high in the other experiments as compared to E1-4 (Fig. 4d). On the other hand, the temperature field (Fig. 4c) and the salinity fields (Fig. 4e) at 3000 m clearly distinguished E1-4 and E1-2 from E1-1 and E1-6. This was related by the vertical distribution of the data in the North Atlantic Ocean (Fig. 5). Because a relatively large number of deep-ocean data were located around at 3000 m depth, the reconstructions at those depths were greatly affected by whether the deep-ocean data were used or not for the state estimation.

The availability of data also affected E1-7 and E1-8, because the difference between them was caused by different temperature and salinity reconstructions in the ocean interior at depths shallower than 500 m, where there were almost no data points. This result emphasized the importance of data at those depths, even though the convection of the target could be roughly reconstructed from surface information. It was consistent with the sensitiveness of AMOC to the temperature at those depths (Heimbach et al., 2011; Heslop and Paul, 2012). Heslop and Paul (2012) showed that the AMOC strength was more sensitive to ocean temperature at depths shallower than 1000 m compared to the deeper ocean.
Huybers et al. (2007) also demonstrated that data in the ocean interior is important for reliable circulation estimates. Along with these studies our results explicitly suggested that there are shortcomings in the vertical distribution of MARGO data (Fig. 5).

For Target 2, experiments E2-6, which successfully reproduced the stronger AMOC, and E2-8 showed a similar MLD anomaly with respect to the target (Fig. 6a; albeit the positive anomalies in E2-8 were too large, corresponding to the overly high rate of overturning in this experiment). However, in E2-7, the positive MLD anomaly was smaller, causing a much weaker AMOC than in the target. As discussed above, the sea-surface salinity (SSS) was very different for E2-7 compared to E2-6 and E2-8 (Fig. 6b). The low SSS of E2-7 caused low density of surface water which stabilized the water column and reduced deep mixing.

The principal location of deep convection of Target 2 (to the southeast of Iceland) was successfully predicted in every experiment (i.e., irrespective of the AMOC strength). As for Target 1, although the shifts in the location of deep convection were also observed in all experiments, only some experiments succeeded in predicting exactly the locations of the target. However, those experiments did not necessarily reconstruct the proper AMOC strength. These results suggested that predicting the MLD was not equivalent to predicting the location of deep convection. We note that the representation

**Fig. 4.** Anomalies in Target 1, E1-4, E1-2, E1-1, and E1-6 compared to the reference state: the maximum monthly averaged mixed layer depth (a), the temperature at the depth of 1000 m (b) and 3000 m (c), and the salinity at the depth of 1000 m (d) and 3000 m (e). In (a), the deepest convection site is shown as a red ellipse for the reference state and as a blue ellipse for Target 1 and each experiment.

**Fig. 5.** Vertical distribution of the data in the North Atlantic Ocean. The number of grid cells that contain any data in the domain illustrated in Fig. 4 is shown as a function of depth.
Fig. 6. Anomalies in Target 2, E2-6, E2-8, and E2-7 compared to the reference state: the maximum monthly averaged mixed layer depth (a), and the sea-surface salinity (b). In (a), the deepest convection site is shown as a red ellipse for the reference state and as a blue ellipse for Target 2 and each experiment.

Fig. 7. Anomalies of the sea-surface temperature compared to the reference state in Target 3, the pseudo-data with the MARGO errors, E3-1, E3-2, and E3-3 (a), and Target 4, the pseudo-data, E4-1, E4-2, and E4-3 (b).

of the MLD may be affected by the low vertical resolution of the model, but the targets and the model were sufficiently similar (in fact the vertical resolution is the same) so that the resolution did not affect our results. When fitting to real proxy data, however, vertical resolution may become an issue when data are mapped to model levels or MLD is estimated. On the other hand, we emphasize that the coarse resolution has the great advantage of low computational cost and relatively few degrees of freedom (especially given the apparently scarce data).

The shift of deep convection sites could be one factor that complicated the reconstruction, because very different sinking locations represent non-linear “jumps” between the targets and the reference. Another difficulty for reconstruction was that Targets 1 and 2 used entirely different parameterisations of mixing than the assimilation model (Table 2), which meant that large model errors needed to be overcome. Large model errors and non-linearities are anticipated when attempting to reconstruct the real LGM ocean, hence we deliberately chose such a diverse target for our tests. Other sources of non-linearity may be found in the sea-ice model. However, the reconstructed sea-ice distribution (not shown) was getting better with more (or better) data even if the AMOC was not. This implied that the sea ice can be reconstructed more straightforwardly than the AMOC and can be interpreted more easily.

We did not find a coherent surface fingerprint of the AMOC (e.g., Zhang, 2008) in our simulations. In comparison to Zhang (2008), the large difference regarding the timescale of phenomena need to be taken into account. Zhang (2008) dealt with decadal variability, while our focus was on a quasi-steady state including the deep ocean. Therefore, information from the deep ocean was required to constrain the model. Otherwise, a very long time period of assimilation would be required so that the information at the surface could penetrate the entire ocean.

4.2 Outlook for reconstructions with a better first guess

The experiments for Targets 1 and 2 demonstrated that the targets were not consistently reconstructed, even when we
assumed very optimistic conditions for data quality and quantity, and in spite of the fact that the atmospheric state that was responsible for the differences was part of the control vector and was adjusted in the optimization process. The results suggested that it was difficult with the available data to guide the model properly towards targets that were very different from the first guess. Providing prior knowledge, that is, a better first guess may alleviate the problem as illustrated in the following. We remind the reader that for Targets 3 and 4 internal friction parameters were modified that were not part of the control vector. This choice introduced a model bias that could not be adjusted by the assimilation in the “correct” way, a situation that is definitely encountered in every state estimation exercise.

In all three pairs of experiments for Target 3 and 4, the AMOC corrections relative to the first guess had the correct sign. However, there were large differences between the temperature fields of those experiments (Fig. 7). The SST fields of E3-1 and E4-1 were very different from those of their respective target fields (third column in Fig. 7), because the noisy pseudo-data to which the model adjusted was also very different from the original targets due to the large associated uncertainty (second column of Fig. 7). The experiments with very small data errors and accordingly reduced noise in the data (E3-2 and E4-2) did not have this problem and hence the agreement between model and target was much better (fourth column in Fig. 7). The experiments with fewer control variables (E3-3 and E4-3, fifth column in Fig. 7) avoided the overfitting to data of poor quality (i.e., data with a low signal-to-noise ratio) by using a less flexible model that restricted the departure from the first guess. This amounted to providing even more prior knowledge, as we assumed implicitly that air temperature, humidity and precipitation were well known.

The good NADW reconstruction in E3-3 and E4-3 was connected to the modified freshwater flux in the high-latitude North Atlantic (Fig. 8a). Note that the surface freshwater flux was not part of the control vector in this case. Instead, changes in the surface freshwater flux were caused by adjustments of the incoming radiative fluxes that led to changes in temperature and thus to changes in evaporation. For E3-3, this positive freshwater flux anomaly, consistent with the difference in freshwater flux between the target and the reference state, stabilized the water column and inhibited NADW formation. In contrast, a negative freshwater anomaly destabilized the water column and led to increased NADW formation in E4-3. The difference between the target and the reference state was also generally negative. Similar patterns of the SST and freshwater flux anomalies (Fig. 8b) show that the evaporation rate was strongly controlled by the SST. Consequently, adjusting the SST in the high-latitude North Atlantic to the target values led to a successful reconstruction of the AMOC. By way of this freshwater flux anomaly, the SST adjustment roughly reproduced the sea-surface salinity (SSS) without using SSS as a constraint (Fig. 8c), because the SSS anomalies in the targets were also, in part, caused by the change in evaporation due to SST changes.

5 Conclusions

Can we use sparse paleoceanographic proxy data to reconstruct the strength of the AMOC during the LGM, using the MITgcm? Our answer is twofold: (1) with a sufficiently good first guess, one can indeed reconstruct the strength of the AMOC from sparse sea-surface temperature data such as the existing MARGO data set. (2) Otherwise, however, it is important to obtain data from the deep-ocean and salinity data. Although naturally small data uncertainties would help, sampling data at adequate locations seems to be a crucial factor for proper estimation of the AMOC change.

Although a good first guess with a reasonable representation of past hydrographic conditions would be very helpful, finding such a first guess is essentially part of the state estimation that we are aiming for. A further problem to be addressed is overfitting the model to data with a poor signal-to-noise ratio. Both issues could be addressed by adding either

Fig. 8. Anomalies in Target 3, E3-3, Target 4, and E4-3 compared to the reference state: the freshwater flux (a), the sea-surface temperature (b), and the sea-surface salinity (c).
more data (once available) or prior knowledge. One way of adding prior knowledge would be re-considering the control parameter space and adding more model physics. In particular, the surface fluxes could be more physically constrained by coupling the ocean model to an atmospheric model, for example, an energy–moisture balance model (e.g., Ashkenazy et al., 2013). An advantage of this would be that one would be able to remove a systematic bias (e.g., globally lower temperature) before the spatial patterns of smaller scale are adjusted according to the local paleoceanographic reconstruction based, for example, on MARGO. It should be noted that Targets 1 and 2 were more difficult to reconstruct than 3 and 4 because they had not only different spatial patterns (of temperature and salinity) but also a much different global mean temperature. After we remove the systematic bias of mean temperature for LGM as much as possible, the adjustment of local patterns would become easier. Using such a coupled model could enable more control over the global SST by changing, for example, the CO$_2$ content of the atmosphere, the planetary albedo or the atmospheric heat transport efficiency (Paul and Losch, 2012). Note that the CO$_2$ content and the ice-sheet distribution during the LGM are comparatively well known. At the same time, one could decrease the degrees of freedom of the model by reducing the control variables. Alternatively, one could imagine using the results of LGM simulations with different coupled GCMs (e.g., the PMIP project (Otto-Bliesner et al., 2007)) to improve the initial guess. A more direct but less physical way to add prior knowledge is to enforce smoothness through a Laplacian of some physical quantity (e.g., surface temperature) or to penalize deviations from the first guess; this, however, is only possible at the cost of introducing more biases.

From the viewpoint of paleo-ocean data, proxies for water masses ($\delta^{13}$C), circulation rates (radiocarbon, $^{231}$Pa/$^{230}$Th ratios) and density ($\delta^{18}$O, possibly in combination with a temperature proxy such as Mg/Ca) may also provide useful additional constraints. This point, as well as the importance of smaller data uncertainty, is also suggested by Huybers et al. (2007). However, it should be noted that a simplified model such as the one used by Huybers et al. (2007) involves uncertainty due to a subjectively assumed level of no motion (see also Burke et al., 2011). Besides, the model domain of Huybers et al. (2007) excludes depths shallower than 1 km. Therefore, they do not discuss the effectiveness of surface data that are the main components of the currently available data archive, such as the MARGO data. Our results showed how important surface data are for predicting the convection.

The integration period in the state estimates (20 years) was chosen for purely economical reasons, and our simulations were not long enough to guarantee stable steady-state solutions. Cost function terms that penalize inter-annual variations could be used to enforce a steady state. Alternatively, longer integration periods for each iteration would be required. Paleo-data from regions where Antarctic Bottom Water is formed may become more important on longer timescales, because the relative densities of the North Atlantic and Southern Ocean source waters are expected to play a larger role for the meridional overturning circulation in the steady-state problem (e.g., Paul and Schäfer-Neth, 2003; Weber et al., 2007). However, in our experiments the adjustment of the AMOC was very fast; it typically occurred in the first 10 years of a 20-year experiment. This was also plausible from the timescale of sensitivity propagation of the AMOC, shown by Heimbach et al. (2011). Therefore, the time interval was assumed to be sufficient for estimating the change of the AMOC strength.
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